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Abstract. In this paper we investigate the visibility parameter, i.e., the number
of visible pairs, first for words over a finite alphabet, then for permutations of the
finite set {1, 2, . . . , n}, and finally for words over an infinite alphabet whose letters
occur with geometric probabilities. The results obtained for permutations correct
the formula for the expectation obtained in a recent paper by Gutin et al. [3], and
for words over a finite alphabet the formula obtained in the present paper for the
expectation is more precise than that obtained in the cited paper. More importantly,
we also compute the variance for each case.

1. Introduction

Consider a word w1 . . . wn of length n where the letters are positive integers. The
visibility parameter (=the number of visible pairs) is defined as

Vis(w1 . . . wn) = #{(j, k) | 1 ≤ j < k ≤ n, wl > max{wj, wk} for all j < l < k}.
Using indicator variables χj,k, defined by

χj,k(w1 . . . wn) =

{
1 if wl > max{wj, wk} for all j < l < k,

0 otherwise,

we can write
Vis =

∑
1≤j<k≤n

χj,k.

Gutin et al. [3] have investigated this parameter motivated by horizontal visibility
graphs (HVG), which provide a method for studying time series by investigating graphs
associated to them. In the mentioned paper, the authors give a necessary and sufficient
condition for a graph to be a HVG and characterise subfamilies of HVGs by approach-
ing ordered sets as words, thus combinatorics on words becomes a useful tool. The
visibility parameter is introduced in this context and is thus natural as a combinatorial
parameter.
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We have changed the ‘<’ in the definition of the visibility parameter given by Gutin
et al. [3] to ‘>’ since it is more convenient: For words over the alphabet {1, 2, . . . ,M}
where each word of length n is equally likely and for permutations (written as words
π1 . . . πn, with πi ∈ {1, . . . , n}), where each permutation appears with probability 1/n!,
it makes (statistically) no difference, but we also investigate the model of words with
letters in {1, 2, 3, . . . }, where the letter k appears (independently) with probability
pqk−1, and p + q = 1. This model is quite important in Computer Science. To justify
this claim, we mention two areas: the skip list [7] and probabilistic counting [1].

Parameters similar to the visibility parameter have already appeared in the litera-
ture:

The first one is “Knuth’s parameter a” (which might also be called left-sided path-
length) [5]: it is defined as

a(w1 . . . wn) = #{(j, k) | 1 ≤ j < k ≤ n, wj < wl for all j < l ≤ k}.
The other one [6] is a q-analogue of the path-length in binary search trees:

ρ(w1 . . . wn) = #{(j, k) | 1 ≤ j < k ≤ n,

wj = min{wj, . . . , wk} or wk = min{wj, . . . , wk}}.
For the case of a finite alphabet with M letters, Gutin et al. have obtained the

average as E(Vis) ∼ 2n− HM

M
n, for n→∞ and fixed M , with harmonic numbers

HM =
∑

1≤k≤M

1

k
.

We will obtain a more precise formula that also includes a constant and an exponentially
small error term. More importantly, we also compute the variance; a precise statement
follows later in the paper.

For permutations, Gutin et al. give the average as E(Vis) ∼ 2n − Hn. Here, we
correct the formula to E(Vis) ∼ 2n− 2Hn and also compute the variance.

For the words where the letters are equipped with geometric probabilities, we also
compute expectation and variance. As it was explained in many papers, the limit
q → 1 reproduces the quantities for the instance of permutations (equal letters become
impossible in the limit, and each relative ordering of the letters is equally likely in the
limit). There are too many papers to be cited, but this is the first one in the series: [4].

We would like to emphasise that the computations for the expectations are quite
simple in all instances, but that the computation of the variance is an arduous task
that requires skills and patience.

2. Finite alphabet

We consider the model of an alphabet {1, . . . ,M} where each letter occurs with
probability 1

M
, and different letters are independent from each other.

We note that E(χj,k) is just the probability that (j, k) is a visible pair. This prob-
ability is not hard to compute: Let b be the larger of wj and wk. If the other one is
strictly smaller, we get a factor 2 by symmetry; the other instance is that they are
both equal to b. The letters in between must all be > b; hence we find
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E(Vis) =
∑

1≤j<k≤n

1

Mk+1−j

∑
1≤b≤M

(M − b)k−1−j
(

2(b− 1) + 1
)
.

This instance is simple enough to compute it exactly :

E(Vis) =
∑

1≤b≤M

(
−2

b
+

1

b2
+ 2

n

M
− n

Mb
+ 2

(M − b)n

bMn
− (M − b)n

b2Mn

)
.

We will drop exponentially small terms, since we will also do this for the variance;
otherwise, the complexity of the formulæ becomes unbearable:∑

1≤b≤M

(
− 2

b
+

1

b2
+

2n

M
− n

Mb

)
= 2n− nHM

M
− 2HM +H

(2)
M .

This is the promised formula that also includes a constant term and an exponentially
small error term. For all our future computations, we mean ρn, where we can choose
1− 1

M
< ρ < 1. Here, we see harmonic numbers of the second order, but we introduce,

more generally,

H
(d)
M =

∑
1≤k≤M

1

kd
.

Now for the computation of the variance, we compute the second (factorial) moment:
we have to compute

E(χj,k · χl,m),

where 1 ≤ j < k ≤ n, 1 ≤ l < m ≤ n, and (j, k) 6= (l,m). Unfortunately, there
are many cases to be distinguished, according to the pairs of indices. We distinguish
6 cases, and 6 other ones, which are symmetric, so that the cumulated results of the
6 cases (listed below) must be multiplied by 2. This comment applies as well for the
other models studied later in this paper.

Here are the 6 ranges of summation:

(1) {1 ≤ j < k < l < m ≤ n},
(2) {1 ≤ j < l < m < k ≤ n},
(3) {1 ≤ j < l < k < m ≤ n},
(4) {1 ≤ j < k = l < m ≤ n},
(5) {1 ≤ j < l < k = m ≤ n},
(6) {1 ≤ j = l < k < m ≤ n};

the 6 other ones are obtained by the replacements j ↔ l and k ↔ m.
In the following computations, we cannot give too many intermediate steps, otherwise

the length of this paper would not be acceptable. The contribution of the first range is∑
1≤j<k<l<m≤n

1

Mk+1−j+m+1−l

∑
1≤b≤M

(2b− 1)(M − b)k−1−j
∑

1≤d≤M

(2d− 1)(M − d)m−1−l.

With Maple, we can perform the sums on j, k, l,m and discard exponentially small
terms, which leads to∑

1≤b≤M

∑
1≤d≤M

(
− 2

d3
− 2

b3
+

1

d2b2
+

4

d2
+

4

b2
+

2n2

M2
− 4n

Md
− 4n

Mb
+

2n

Mb2
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+
n

M2d
− n

Md2b
+

n2

2M2db
− n2

M2d
− n2

M2b
+

n

M2b
− n

2M2db
− 2n

M2

− n

Mdb2
+

2n

Md2
+

4n

Mdb
+

4

db
+

1

d3b
+

1

db3
− 4

d2b
− 4

db2

)
.

The commands to achieve that are not difficult, one would for instance type in

sum(sum(sum(sum. . . ,m=l+1..n),l=k+1..n-1),k=j+1..n-2),j=1..n-3);,

where the dots stand for the term in the sum. Then one gets many terms and asks to
replace each occurrence of (M − b)n/Mn and (M − d)n/Mn by zero. What remains
are the terms just mentioned. The steps as indicated will be performed for each of the
following instances.

The further simplification of the sums must be done by hand, with the result

2n2 + 8H
(2)
M M − 4MH

(3)
M +

(
H

(2)
M

)2 − H2
Mn

2M2
+ 4H2

M +
H2

Mn
2

2M2
− 2H

(2)
M HMn

M

− 2n− 2HMn
2

M
+ 4H

(2)
M n+ 2H

(3)
M HM − 8H

(2)
M HM +

4H2
Mn

M
− 8HMn+

2HMn

M
;

there is nothing difficult about it, it is a straight-forward term-by-term translation.
Now we move to the second range and perform similar operations:∑
1≤j<l<m<k≤n

1

Mk+1−j

×
∑

1≤b<d≤M

(2b− 1)(M − b)k−1−m+l−1−j(2d− 2b− 1)(M − d)m−1−l.

Summed, and without exponentially small terms, the last sum becomes:∑
1≤b<d≤M

(
− 4n

Md
+

4

d2
+

4n

bM
+

4

bd
− 1

b2d2
− 2n

b2M
+

n

Mb2d
− 8

b2
+

2

b2d
− 2

b3d
+

4

b3

)
,

or

− 8n+ 6
nHM

M
+ 12HM + 4nHM + 2H2

M − 10H
(2)
M −

1

2

(
H

(2)
M

)2
+

1

2
H

(4)
M

− 2nH
(2)
M +

n

M
H

(2,1)
M − 8MH

(2)
M + 2H

(2,1)
M − 2H

(3,1)
M + 4MH

(3)
M ;

the new notation refers to

H
(a,b)
M =

∑
1≤j<k≤M

1

jakb
.

The contribution of the third range is zero for combinatorial reasons, and the fourth
one leads to∑

1≤j<k<m≤n

1

Mm+1−j

[ ∑
1≤b<c≤M

(2b− 1)(M − b)k−1−j(M − c)m−1−k

+
∑

1≤c<b≤M

(2c− 1)(M − b)k−1−j(M − c)m−1−k
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+
∑

1≤b≤M

(b2 + b− 1)(M − b)k−1−j(M − b)m−1−k

]
.

Summed, and without exponentially small terms, this sum becomes:∑
1≤b<c≤M

(
− 4

c2
+

4n

Mc
+

2

bc2
− 2n

bMc
− 4

cb
+

2

b2c

)
+
∑

1≤b≤M

(
− 2

b
− 2

b2
+

2

b3
+

n

M
+

n

bM
− n

b2M

)
,

or

− 6HM + 4H
(2)
M + 5n− 3

nHM

M
− n

M
H2

M − 2H2
M + 2HMH

(2)
M .

The fifth range leads to∑
1≤j<l<k≤n

1

Mk+1−j

∑
1≤c<b≤M

(2c− 1)(M − c)l−1−j(M − b)k−1−l.

The sixth range leads to∑
1≤j<k<m≤n

1

Mm+1−j

∑
1≤c<b≤M

(2c− 1)(M − b)k−1−j(M − c)m−1−k,

which is the same as for the fifth range, so that we combine them.
Summed, and without exponentially small terms, this sum becomes:∑

1≤c<b≤M

( 2

bc2
+

4n

bM
− 2n

bMc
− 4

cb
+

2

cb2
− 4

b2

)
,

or

2HMH
(2)
M −2H

(3)
M +4n− 4nHM

M
− n

M
H2

M +
n

M
H

(2)
M −2H2

M +2H
(2)
M −4HM +4H

(2)
M . (1)

Now we add the contributions from the 6 ranges as just computed, multiply by 2 (as
explained), add the expectation, and subtract the square of expectation, which gives
us the variance. There are many cancellations (as perhaps expected), and the result is

n
(2H

(2)
M

M
− H2

M

M2
− 2HMH

(2)
M

M
+

2H
(2,1)
M

M
+
HM

M

)
+
(
− 4H

(3,1)
M − 4H

(3)
M +H

(4)
M +H

(2)
M + 2HM + 4HMH

(3)
M − 4HMH

(2)
M + 4H

(2,1)
M

)
.

For the reader’s convenience, we summarise the findings of this section.

Theorem 1. The visibility parameter (=number of visible pairs), in words of length n
over an alphabet with M letters, has expectation and variance as follows:

E(Vis) = 2n− nHM

M
− 2HM +H

(2)
M +O(ρn),
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V(Vis) = n
(2H

(2)
M

M
− H2

M

M2
− 2HMH

(2)
M

M
+

2H
(2,1)
M

M
+
HM

M

)
+
(
− 4H

(3,1)
M − 4H

(3)
M +H

(4)
M +H

(2)
M + 2HM + 4HMH

(3)
M − 4HMH

(2)
M + 4H

(2,1)
M

)
+O(ρn).

3. Permutations

Now we consider random permutations: The words of length n use letters 1, . . . , n,
each occurs exactly once, and all such words are equally likely.

We start with the expected value of the number of visible pairs. It is

2
∑

1≤j<k≤n

1

nk+1−j

∑
1≤a<b≤n

(n− b)k−1−j.

Here, we use the notation of falling factorials [2]:

xn = x(x− 1) . . . (x− n+ 1).

The explanation is simple: 2 comes from symmetry, and the probability that the pair
(j, k) is visible is computed as the number of favourable cases divided by number of
all cases, as in elementary probability. Maple can compute the inner sums (with the
SumTools package):

2
∑

1≤j<k≤n

1

(k − j)(k + 1− j)
= 2

∑
1≤h≤n

n− h
h(h+ 1)

= 2n− 2Hn.

Again, we briefly mention what one must do. After loading the SumTools package,
one types in

Summation(Summation(. . . ,b=a+1..n),a=1..n-1);,

where the dots stand for the term in the sum, and asks for simplification. The reduction
from a sum over j and k to a sum just over h is not too hard in this instance; in this
section we work out a full example which is much more complicated and occurs in the
computation of the variance.

And now, for the variance, we consider again the 6 ranges of indices.
The first one leads to

4
∑

1≤j<k<l<m≤n

1

n(k+1−j)+(m+1−l)
×[ ∑

1≤a<b<c<d

(n− d)m−1−l(n− b−m− 1 + l)k−1−j

+
∑

1≤a<c<b<d

(n− d)m−1−l(n− b−m+ l)k−1−j

+
∑

1≤a<c<d<b

(n− b)k−1−j(n− d− k + j)m−1−l

+
∑

1≤c<a<b<d

(n− d)m−1−l(n− b−m+ l)k−1−j
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+
∑

1≤c<a<d<b

(n− b)k−1−j(n− d− k + j)m−1−l

+
∑

1≤c<d<a<b

(n− b)k−1−j(n− d− k − 1 + j)m−1−1

]
,

which Maple (using the SumTools package, as just described) can transform into∑
1≤j<k<l<m≤n

4

(m− l)(m+ 1− l)(k − j)(k + 1− j)
=

∑
1≤k<l≤n

4(k − 1)(n− l)
k(n+ 1− l)

.

The second range leads to

4
∑

1≤j<l<m<k≤n

1

nk+1−j

∑
1≤a<b<c<d≤n

(n− d)m−1−l(n− b−m− 1 + l)(l−1−j)+(k−1−m),

which Maple evaluates as∑
1≤j<l<m<k≤n

4

(m− l)(m+ 1− l)(k − j)(k + 1− j)
.

Since the third range does not contribute, we move to the fourth:∑
1≤j<k<m≤n

1

nm+1−j×[ ∑
1≤a<b<c≤n

(n− b−m+ k)k−1−j(n− c)m−1−k +
∑

1≤a<c<b≤n

(n− b)m−2−j

+
∑

1≤b<a<c≤n

(n− a−m+ k)k−1−j(n− c)m−1−k

+
∑

1≤b<c<a≤n

(n− a)k−1−j(n− c− k + j)m−1−k

+
∑

1≤c<a<b≤n

(n− b)m−2−j +
∑

1≤c<b<a≤n

(n− a)k−1−j(n− b− k + j)m−1−k

]
,

which Maple brings into this form:∑
1≤j<k<m≤n

2

(m+ 1− j)(m− j)

[
1

m− k
+

1

m− 1− j
+

1

k − j

]
.

The fifth range leads to∑
1≤j<l<k≤n

1

nk+1−j

[ ∑
1≤a<c<b≤n

(n− b)k−1−l(n− c− k + l)l−1−j

+
∑

1≤c<a<b≤n

(n− b)k−1−l(n− a− k + l)l−1−j

]
,
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which is ∑
1≤j<l<k≤n

2

(k − l)(k − j)(k + 1− j)
;

the sixth range produces the same result.
The collection of the contributions of the 6 ranges is∑

1≤k<l≤n

4(k − 1)(n− l)
k(n+ 1− l)

+
∑

1≤j<k<l≤n

4

(k − j)(l − j)(l + 1− j)

+
∑

1≤j<l<m<k≤n

4

(m− l)(m+ 1− l)(k − j)(k + 1− j)

+
∑

1≤j<k<l≤n

2

(l + 1− j)(l − j)

[
1

l − k
+

1

l − 1− j
+

1

k − j

]
.

The simplification of this is a long and tedious computation that we cannot produce in
full here. It is done by hand; computers are only used to test that no errors occurred
during the individual steps. The simplification is based on the following intermediate
results: ∑

1≤k<l≤n

(k − 1)(n− l)
k(n+ 1− l)

=
n(n− 1)

2
− 2nHn + 2n+H2

n −H(2)
n ,

∑
1≤j<k<l≤n

1

(l − j)(l + 1− j)(k − j)
= n−Hn −

1

2
H2

n +
1

2
H(2)

n ,

∑
1≤j<k<l≤n

1

l − j
1

l + 1− j
1

l − 1− j
=
n

2
−Hn +

1

2
,

∑
1≤j<k<l≤n

1

(l − j)(l + 1− j)(l − k)
= n−Hn −

1

2
H2

n +
1

2
H(2)

n ,

∑
1≤j<k<l<m≤n

1

(l − k)(l + 1− k)(m− j)(m+ 1− j)
= nHn − 4n+ 3Hn +

1

2
H2

n −
1

2
H(2)

n .

To give the reader an idea how such formulæ can be obtained, we show how to compute
one of the ingredients in full detail:

X =
∑

1≤j<k<l<m≤n

[
1

l − k
− 1

l + 1− k

][
1

m− j
− 1

m+ 1− j

]
=

∑
1≤j<k<l≤n−1

[
1

l − k
− 1

l + 1− k

][
1

l + 1− j
− 1

n+ 1− j

]
=

∑
1≤j<l≤n−1

[
1− 1

l − j

][
1

l + 1− j
− 1

n+ 1− j

]
=

∑
1≤j≤n−2

∑
1≤l≤n−1−j

[
1− 1

l

][
1

l + 1
− 1

n+ 1− j

]
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=
∑

1≤j≤n−2

∑
1≤l≤n−1−j

1

l + 1
−

∑
1≤j≤n−2

∑
1≤l≤n−1−j

1

n+ 1− j

−
∑

1≤j≤n−2

∑
1≤l≤n−1−j

1

l

1

l + 1
+

∑
1≤j≤n−2

∑
1≤l≤n−1−j

1

l

1

n+ 1− j

=
∑

1≤j≤n−2

[Hn−j − 1]−
∑

1≤j≤n−2

n− 1− j
n+ 1− j

−
∑

1≤j≤n−2

[1− 1

n− j
] +

∑
1≤j≤n−2

Hn−1−j

n+ 1− j

=
∑

1≤j≤n−2

Hn−j −
∑

1≤j≤n−2

n− 1− j
n+ 1− j

+
∑

1≤j≤n−2

1

n− j
+
∑

3≤j≤n

Hj−2

j
− 2(n− 2)

=
∑

2≤j≤n−1

Hj + 2
∑

1≤j≤n−2

1

n+ 1− j
+

∑
2≤j≤n−1

1

j
+
∑

3≤j≤n

Hj−1

j
−
∑

3≤j≤n

1

j(j − 1)
− 3(n− 2)

=
∑

1≤j≤n−1

Hj + 2
∑

3≤j≤n

1

j
+

∑
1≤j≤n−1

1

j
+
∑

3≤j≤n

Hj−1

j
−
∑

3≤j≤n

1

j(j − 1)
− 3n+ 4

=
∑

1≤j≤n−1

Hj + 2
∑

3≤j≤n

1

j
+Hn −

1

n
+
∑

1≤j≤n

Hj−1

j
− 1

2
− 1

2
+

1

n
− 3n+ 4

= nHn − 4n+ 3Hn +
1

2
H2

n −
1

2
H(2)

n .

The reader is advised to consult the book by Graham, Knuth and Patashnik [2] for
properties of harmonic numbers.

The result of the collection is

2n2 − n+ 1− 4nHn + 2Hn + 2H2
n − 2H(2)

n .

Taking this times 2 (because of symmetry, as discussed before), adding the expec-
tation, and subtracting the square of the expectation leads after simplification to the

variance 2Hn + 2− 4H
(2)
n .

We summarise the results of this section:

Theorem 2. The visibility parameter (=number of visible pairs), in permutations of
n elements has expectation and variance as follows:

E(Vis) = 2n− 2Hn,

V(Vis) = 2Hn + 2− 4H(2)
n .

Notice that the variance is very small, and thus the distribution highly concentrated.

4. Geometrically distributed words

Our model, to repeat it, is that each letter k appears with probability pqk−1, inde-
pendently from each other. For the expected value, we do the very same approach as
before:

E(Vis) =
p2

q2

∑
1≤j<k≤n

[
2
∑

1≤a<b

qa+bqb(k−1−j) +
∑
a≥1

q2aqa(k−1−j)

]
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=
p2

q2

∑
1≤j<k≤n

[
2

qk−j

1− qk−j

qk+1−j

1− qk+1−j
+

qk+1−j

1− qk+1−j

]
.

Even at that stage it becomes clear that we need to introduce some notation:

ak :=
qk

1− qk

and

σd :=
∑

1≤j≤n

aj j
d, τd :=

∑
1≤j<k≤n

aj ak k
d,

υd :=
∑

1≤j<k≤n

aj ak j
d, µ :=

∑
1≤j<k≤n

aj ak jk.

Note that

ak ak+1 =
q

p
ak −

1

q
ak+1, (2)

and

ak ak+2 =
q2

p(1 + q)
ak −

1

p(1 + q)
ak+2, (3)

as is easy to check. Consequently,

E(Vis) =
p2

q2

∑
1≤j<k≤n

[
2ak−j ak+1−j + ak+1−j

]
=
p2

q2

∑
1≤j≤n

(n− j)
[
2aj aj+1 + aj+1

]
=
p2

q2

∑
1≤j≤n

(n− j)
[

2q

p
aj −

2

p
aj+1 + aj+1

]
=

1 + q

q
n− p2

q2
nσ0 −

p(1 + q)

q2
σ0 +

p2

q2
σ1.

In the limit for q → 1, this turns into

−2
∑

1≤j≤n

1

j
+ 2n = 2n− 2Hn,

as predicted from the model of permutations.
Now we turn to the computation of the second factorial moment.
The first range of summation contributes:

p4

q4

∑
1≤j<k<l<m≤n

(
2
∑

1≤a<b

qaqbqb(k−1−j) +
∑
1≤b

q2bqb(k−1−j)

)
×
(

2
∑

1≤c<d

qcqdqd(k−1−j) +
∑
1≤d

q2dqd(m−1−l)

)
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= 4
p4

q4

∑
1≤j<k<l<m≤n

ak−j ak−j+1 am−l am−l+1

+ 2
p4

q4

∑
1≤j<k<l<m≤n

ak−j ak−j+1 am−l+1

+ 2
p4

q4

∑
1≤j<k<l<m≤n

am−l am−l+1 ak−j+1

+
p4

q4

∑
1≤j<k<l<m≤n

ak−j+1 am−l+1.

The second range of summation contributes:

p4

q4

∑
1≤j<l<m<k≤n

[
4

∑
1≤a<d<b<c

qaqbqcqdqc(m−l−1)qd(l−j−1+k−m−1)

+ 2
∑

1≤a<c<b

qaq2bqcqb(m−l−1)qc(l−j−1+k−m−1)

+ 2
∑

1≤a<b<c

q2aqbqcqc(m−l−1)qa(l−j−1+k−m−1)

+
∑

1≤a<b

q2aq2bqb(m−l−1)qa(l−j−1+k−m−1)

]
= 4

p4

q4

∑
1≤j<l<m<k≤n

am−l am−l+1 ak−j ak−j+1

+ 2
p4

q4

∑
1≤j<l<m<k≤n

am−l+1 ak−j ak−j+1

+ 2
p4

q4

∑
1≤j<l<m<k≤n

am−l am−l+1 ak−j+1

+
p4

q4

∑
1≤j<l<m<k≤n

am−l+1 ak−j+1.

The fourth range is a bit long and originally consisted of 13 sums. Thus, we only
present the simplified form:

2
p3

q3

∑
1≤j<k<m≤n

am−k am−j am−j+1 + 3
p3

q3

∑
1≤j<k<m≤n

ak−j+m−k ak−j+m−k+1

+
p3

q3

∑
1≤j<k<m≤n

am−k am−j+1 + 2
p3

q3

∑
1≤j<k<m≤n

am−j−1 am−j am−j+1

+
p3

q3

∑
1≤j<k<m≤n

ak−j+m−k−1 ak−j+m−k+1 + 2
p3

q3

∑
1≤j<k<m≤n

ak−j am−j am−j+1
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+
p3

q3

∑
1≤j<k<m≤n

ak−j am−j+1 +
p3

q3

∑
1≤j<k<m≤n

am−j+1.

The sixth range contributes

p3

q3

∑
1≤j<k<m≤n

[
2
∑

1≤a<c<b

qaqbqcqb(k−1−j)qc(m−1−k) +
∑

1≤c<b

qbq2cqb(k−1−j)qc(m−1−k)

]
= 2

p3

q3

∑
1≤j<k<m≤n

ak−j am−j am+1−j +
p3

q3

∑
1≤j<k<m≤n

ak−j am+1−j,

and this is also the contribution of the fifth range.
In the limit for q → 1, the total contribution leads to the expression (1), which serves

as a check.
The next task is to combine these 6 contributions (the third one is zero, as always),

and to simplify. This computation is extremely long, and we cannot show all the steps.
The formulæ (2) and (3) will be used to bring the second factorial moment (= twice
the collected 6 contributions) into this form:

8
p2

q2

∑
1≤j<k<l<m≤n

ak−j am−l − 8
p2

q3

∑
1≤j<k<l<m≤n

ak−j am−l+1

+ 2
p2(1 + q)2

q4

∑
1≤j<k<l<m≤n

ak−j+1 am−l+1 + 8
p2

q2

∑
1≤j<k<l<m≤n

al−k am−j

− 4
p2(1 + q)

q3

∑
1≤j<k<l<m≤n

al−k am−j+1 + 2
p2(1 + q)2

q4

∑
1≤j<k<l<m≤n

al−k+1 am−j+1

− 4
p2(1 + q)

q3

∑
1≤j<k<l<m≤n

al−k+1 am−j + 16
p2

q2

∑
1≤j<k<l≤n

al−k al−j

− 8
p2(1 + q)

q3

∑
1≤j<k<l≤n

al−k al−j+1 + 2
p(q2 + q − 1)

q3

∑
1≤j<k≤n

(k − 1− j) ak−j+1

+ 2
p

q

∑
1≤j<k≤n

(k − 1− j) ak−j−1 + 2
p(1− 3q)

q2

∑
1≤j<k≤n

(k − 1− j) ak−j.

Note that we interpret 0 · a0 as 0 in the penultimate sum. The next step is the
translation of these expressions in terms of the standard sums σ, τ, υ, µ as introduced
before. For these we prepared a catalogue of translation formulæ. It is organized as a
table (Table 1). Again, the computations leading to it are very long; we just show one
computation that is more difficult than the others:∑

1≤j<k<l<m≤n

ak−j am−l =
∑

1≤j<k<n

(n− k)(n− k − 1)

2
aj ak−j

=
∑

1≤j<k≤n

(n− k)(n− k − 1)

2
ak[1 + aj + ak−j]
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Table 1. The catalogue of formulæ

Sum Formula∑
1≤j<k<l≤n ak−j al−j nτ0 − τ1∑

1≤j<k<l≤n ak−j al+1−j (n+ 1)τ0 − τ1 + nσ0 − n q
p2 − σ1 + 1

p
σ0∑

1≤j<k<l<m≤n al−k am−j nτ1 − nυ1 − nτ0 − τ2 + µ+ τ1∑
1≤j<k<l<m≤n al+1−k am−j τ1 − nυ1 − τ2 + µ− q

p
nσ1 + q

p
nσ0 + q

p
σ2 − q

p
σ1∑

1≤j<k<l<m≤n al−k am+1−j (n+ 3)τ1 − (n+ 1)υ1 − 2(n+ 1)τ0 − τ2 + µ
− nσ0 + σ1 − 1

p
σ0 + q

p2n∑
1≤j<k<l<m≤n al+1−k am+1−j (n+ 2)τ1 − (n+ 1)υ1 − (n+ 1)τ0 − τ2 + µ

− q
p
[(n+ 3)σ1 − 2(n+ 1)σ0 − σ2]− q2

p2n∑
1≤j<k<l<m≤n ak−j am−l −n(n−1)

2
σ0 + n2+n−1

2
σ1 − nσ2 + 1

2
σ3

+ n(n− 1)τ0 − (2n− 1)τ1 + τ2∑
1≤j<k<l<m≤n ak−j am+1−l −n(n+1)

2
σ0 + n2+3n+1

2
σ1 − (n+ 1)σ2 + 1

2
σ3

+ n(n+ 1)τ0 − (2n+ 1)τ1 + τ2
− q

2p
[n(n− 1)σ0 − (2n− 1)σ1 + σ2]∑

1≤j<k<l<m≤n ak+1−j am−l −n(n+1)
2

σ0 + n2+3n+1
2

σ1 − (n+ 1)σ2 + 1
2
σ3

+ n(n+ 1)τ0 − (2n+ 1)τ1 + τ2
− q

2p
[n(n− 1)σ0 − (2n− 1)σ1 + σ2]∑

1≤j<k<l<m≤n ak+1−j am+1−l − (n+2)(n+1)
2

σ0 + n2+5n+5
2

σ1 − (n+ 2)σ2 + 1
2
σ3

+ (n+ 2)(n+ 1)τ0 − (2n+ 3)τ1 + τ2
− q

p
n(n+ 1)σ0 + q

p
(2n+ 1)σ1 − q

p
σ2 + q2

p2

n(n−1)
2∑

1≤j<k≤n(k − 1− j)ak−j (n+ 1)σ1 − nσ0 − σ2∑
1≤j<k≤n(k − 1− j)ak+1−j (n+ 3)σ1 − 2(n+ 1)σ0 − σ2 + n q

p∑
1≤j<k≤n(k − 1− j)ak−1−j (n− 1)σ1 − σ2 + nan

=
∑

1≤k≤n

(n− k)(n− k − 1)(k − 1)

2
ak +

∑
1≤j<k≤n

(n− k)(n− k − 1)aj ak

= −n(n− 1)

2
σ0 +

n2 + n− 1

2
σ1 − nσ2 +

1

2
σ3 + n(n− 1)τ0 − (2n− 1)τ1 + τ2.

Eventually we have computed expectation and variance.

Theorem 3. The visibility parameter (=number of visible pairs), in words of length
n over the positive integers, equipped with geometric probabilities, has expectation and
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variance as follows:

E(Vis) =
1 + q

q
n− p2

q2
nσ0 −

p(1 + q)

q2
σ0 +

p2

q2
σ1,

V(Vis) = n2
(
−p

2(1 + 3q2)

q4
σ0 +

p4

q4
σ1 +

2p4

q4
τ0 +

(1 + q)2

q2

)
+ n
(
−p(3− 3q + 3q2 + 5q3)

q4
σ0 +

p2(5− 2q + q2)

q4
σ1 −

2p4

q4
σ2

+
4p3(1 + q)

q4
τ0 −

2p4

q4
τ1 −

2p4

q4
υ1 −

1 + q2

q2
+

2p

q
an

)
+

2p(−1 + q + q2 + q3)

q4
σ0 −

p2(q2 − 5)

q4
σ1 −

2p3(2 + q)

q4
σ2

+
p4

q4
σ3 +

2p2(1 + q)2

q4
τ0 −

2p3(1 + q)

q4
τ1 −

2p3(1 + q)

q4
υ1 +

2p4

q4
µ

+ E(Vis)−
(
E(Vis)

)2
.

Remark 1. From the previous expression one could get the impression that the variance
is of order n2. This is not so; the coefficient of n2 is

p4

q4

(
2τ0 + σ1 − σ0 − σ2

0

)
.

It is easy to see that

σ2
0 − 2τ0 =

∑
1≤k≤n

a2
k,

and

σ1 − σ0 =
∑

1≤j≤n

(j − 1)
qj

1− qj
=
∑
j≥1

(j − 1)
qj

1− qj
+O(nqn)

=
∑
j,k≥1

(j − 1)qjk +O(nqn) =
∑

1≤k≤n

∑
j≥1

(j − 1)qjk +O(nqn)

=
∑

1≤k≤n

q2k

(1− qk)2
+O(nqn) =

∑
1≤k≤n

a2
k +O(nqn).

Therefore
p4

q4

(
2τ0 + σ1 − σ0 − σ2

0

)
= O(n3qn),

and the variance is of order n, as expected.

Remark 2. It can be noted that

τ1 + υ1 = σ0 σ1 −
∑

1≤k≤n

ka2
k and µ =

1

2

(
σ2

1 −
∑

1≤k≤n

k2a2
k

)
.

Remark 3. As is easy to check, the limit for q → 1 reproduces indeed the results from
the section on permutations.
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5. Conclusion

We found the interaction between time series, graphs, combinatorics on words, com-
puter algebra, and analysis of algorithms extremely fascinating. It is our hope that
this paper will help to popularize the area.

For those who want to practise themselves how such computations can be done, here
are some variations that one can consider:

Use the original definition with ‘<’, as given in [3] in the instance of geometrically
distributed words.

For words, work with ≥ instead of > (resp. with ≤ instead of <).
Finally we mention (during the revision in April, 2012) that one of us is currently

preparing a paper with a related parameter

Box =
∑

1≤j<k≤n

χj,k

where

χj,k(w1 . . . wn) =

{
1 if min{wj, wk} < wl < max{wj, wk} for all j < l < k,

0 otherwise.

Details will (first) appear on the web when the paper is finished.
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