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#### Abstract

The 2-height of a planted plane tree is the distance between the root and the second highest leaf (which can be the same as the height). In this note the following theorem is proved:

The average 2 -height of a planted plane tree with $n$ nodes, considering all such trees to be equally likely, is


$$
(\pi n)^{1 / 2}-\frac{7}{6}+\mathrm{O}\left(n^{-1 / 2+\varepsilon}\right), \quad \text { for } \varepsilon>0 \text { and } n \rightarrow \infty
$$

## 1. Introduction

Three pioneering papers [8], [2] and [4] exist on the subject of the height of trees. In [8] Rényi and Szekeres have studied labelled trees; in [4] Flajolet and Odlyzko have studied binary trees using a function theoretic approach, and in [2] de Bruijn, Knuth and Rice have studied planted plane trees using the so-called Gamma-function-method:

The family $\mathscr{B}$ of planted plane trees can be described by the formal equation

yielding the equation

$$
\begin{equation*}
B(z)=\frac{z}{1-B(z)} \tag{2}
\end{equation*}
$$

for the generating function $B(z)=\sum_{n \geqslant 1} t(n) z^{n}$ of the numbers $t(n)$ of planted plane trees. This gives

$$
\begin{equation*}
B(z)=\frac{1-(1-4 z)^{1 / 2}}{2} \quad \text { and } \quad t(n)=\frac{1}{n}\binom{2 n-2}{n-1}, \quad n \geqslant 1 . \tag{3}
\end{equation*}
$$

If the height of a tree denotes the number of nodes on a maximal simple path starting at the root, the essential result of [2] reads:

The average height of a planted plane tree with n nodes, considering all such trees to be equally likely, is

$$
\begin{equation*}
(\pi n)^{1 / 2}-\frac{1}{2}+\mathrm{O}\left(n^{-1 / 2+\varepsilon}\right) \text { for } \varepsilon>0 \text { and } n \rightarrow \infty . \tag{4}
\end{equation*}
$$

The present paper gives a related result to (4). The height measures the distance between the root and the highest leaf. We consider as notion of height (called 2-height) the distance between the root and the second highest leaf (the second highest leaf may be as high as the highest leaf) and prove:

The average 2-height of a planted plane tree with n nodes, considering all such trees to be equally likely, is

$$
\begin{equation*}
(\pi n)^{1 / 2}-\frac{7}{6}+\mathrm{O}\left(n^{-1 / 2+\varepsilon}\right) \text { for } \varepsilon>0 \text { and } n \rightarrow \infty \tag{5}
\end{equation*}
$$

We remark that is convenient to define the 2-height of a tree to be zero if it has just one leaf.

For the coefficient of $z^{n}$ in $f$ we write $\left[z^{n}\right] f$.

## 2. The Average 2-Height

Let $B_{h}(z)$ be the generating function of trees with $n$ nodes and 2-height $\leqslant h, A_{h}(z)$ the generating function of trees with $n$ nodes and height $\leqslant h$ and $C_{h}(z)=B_{h}(z)-A_{h}(z)$.

Lemma 1. With $z=u /(1+u)^{2}$,

$$
\begin{equation*}
C_{h-1}(z)=\frac{(1-u)^{3}}{1-u^{3}} \cdot \frac{u^{h}}{\left(1+u^{h}\right)^{2}} \tag{6}
\end{equation*}
$$

Proof. Regarding a tree counted by $C_{h}(z)$ we obtain a recursion by considering the subtree counted by $C_{h-1}(z)$ :

$$
\begin{align*}
C_{h} & =z \sum_{i \geqslant 0} A_{h-1}^{i} \cdot C_{h-1} \cdot \sum_{j \geqslant 0} A_{h-1}^{j} \\
& =z \frac{1}{\left(1-A_{h-1}\right)^{2}} \cdot C_{h-1} . \tag{7}
\end{align*}
$$

Since $C_{0}=z /(1-z)$ and by [2] $A_{h}=z /\left(1-A_{h-1}\right)$ an iteration of (7) yields

$$
\begin{equation*}
C_{h}=z^{-h} \cdot \frac{z}{1-z} \cdot \prod_{i=1}^{h} A_{i}^{2} \tag{8}
\end{equation*}
$$

From [2] we know that

$$
\begin{equation*}
A_{h}(z)=z \cdot \frac{p_{h}(z)}{p_{h+1}(z)} \quad \text { with } \quad p_{i}=\frac{(1+u)^{1-i}}{1-u}\left(1-u^{i}\right) \tag{9}
\end{equation*}
$$

Hence

$$
\begin{equation*}
C_{h}=z^{-h} \cdot \frac{z}{1-z} \cdot z^{2 h} \prod_{i=1}^{h} \frac{p_{i}^{2}}{p_{i+1}^{2}}=\frac{z^{h+1}}{1-z} \cdot \frac{p_{1}^{2}}{p_{h+1}^{2}} . \tag{10}
\end{equation*}
$$

Since

$$
\begin{equation*}
\frac{1}{1-z}=\frac{(1+u)^{2}}{1+u+u^{2}}=\frac{(1-u)(1+u)^{2}}{1-u^{3}} \tag{11}
\end{equation*}
$$

the result follows by an elementary computation.
For the average 2-height we have to compute

$$
\begin{equation*}
t^{-1}(n) \cdot \sum_{h \geqslant 0}\left[z^{n}\right]\left(B(z)-A_{h}(z)-C_{h}(z)\right) \tag{12}
\end{equation*}
$$

Since

$$
\begin{equation*}
t^{-1}(n) \cdot \sum_{h \geqslant 0}\left[z^{n}\right]\left(B(z)-A_{h}(z)\right) \tag{13}
\end{equation*}
$$

is the average height, we have to consider

$$
\begin{equation*}
\sum_{h \geqslant 0}\left[z^{n}\right] C_{h}(z) \tag{14}
\end{equation*}
$$

For a given sequence of numbers $a_{k}$ we write

$$
\Delta^{3} a_{k}=a_{k}-3 a_{k-1}+3 a_{k-2}-a_{k-3} \quad \text { and } \quad \triangle^{4} a_{k}=a_{k}-4 a_{k-1}+6 a_{k-2}-4 a_{k-3}+a_{k-4}
$$

Lemma 2.

$$
\begin{equation*}
\left[z^{n}\right] C_{h-1}(z)=\sum_{\lambda \geqslant 1} \lambda \cdot \Delta^{4} \sum_{s \geqslant 0}\binom{2 n-1}{n-h \lambda-3 s} \tag{15}
\end{equation*}
$$

where the difference operator works on $n-h \lambda-3 s$.
Proof.

$$
\begin{align*}
{\left[z^{n}\right] C_{h-1}(z) } & =\frac{1}{2 \pi i} \int^{\left(0_{+}\right)} \frac{\mathrm{d} z}{z^{n+1}} C_{h-1}(z) \\
& =\frac{1}{2 \pi i} \int^{\left(0_{+}\right)} \frac{\mathrm{d} u}{u^{n+1}}(1+u)^{2 n-1} \cdot \frac{(1-u)^{4}}{1-u^{3}} \cdot \frac{u^{h}}{\left(1-u^{h}\right)^{2}} \\
& =\left[u^{n}\right](1+u)^{2 n-1} \frac{(1-u)^{4}}{1-u^{3}} \cdot \frac{u^{h}}{\left(1-u^{h}\right)^{2}} . \tag{16}
\end{align*}
$$

The result follows by expanding the denominator.
Thus we have to consider

$$
\begin{equation*}
\xi=\sum_{h, \lambda \geqslant 1} \lambda \cdot \Delta^{4} \sum_{s \geqslant 0}\binom{2 n-1}{n-h \lambda-3 s} . \tag{17}
\end{equation*}
$$

Lemma 3. If $k=\mathrm{O}\left(n^{+1 / 2+\varepsilon}\right)$,

$$
\begin{equation*}
\frac{\Delta^{4}\binom{2 n-1}{n-k}}{\binom{2 n}{n}}=\frac{2}{n^{2}} \mathrm{e}^{-k^{2} / n}\left[3-\frac{12 k^{2}}{n}+\frac{4 k^{4}}{n^{2}}+\mathrm{O}\left(n^{-1 / 2+\varepsilon}\right)\right] . \tag{18}
\end{equation*}
$$

Outside the range $k=\mathrm{O}\left(n^{+1 / 2+\varepsilon}\right)$, the left hand side of (18) is exponentially small.
Proof. First, an elementary computation gives

$$
\begin{equation*}
\Delta^{4}\binom{2 n-1}{n-k}=\frac{1}{2}\left(1+\frac{k}{n}\right) \triangle^{4}\binom{2 n}{n-k}-\frac{2}{n} \Delta^{3}\binom{2 n}{n-k-1} . \tag{19}
\end{equation*}
$$

Now we use the following formula [5] ( $a$ fixed)

$$
\begin{align*}
&\binom{2 n}{n-k-a} \\
&\binom{2 n}{n}=\mathrm{e}^{-k^{2} / n}\left[1+\frac{a^{2}+a^{4}}{2 n^{2}}-\frac{a^{2}}{n}+\left(\frac{-2 a}{n}+\frac{2 a^{3}+a}{n^{2}}\right) k\right. \\
&+\left(\frac{4 a^{2}+1}{2 n^{2}}-\frac{12 a^{4}+21 a^{2}+1}{6 n^{3}}\right) k^{2}-\frac{4 a^{3}+5 a}{3 n^{3}} k^{3} \\
&+\left(\frac{16 a^{4}+60 a^{2}+9}{24 n^{4}}-\frac{1}{6 n^{3}}\right) k^{4}+\frac{a}{3 n^{4}} k^{5}  \tag{20}\\
&\left.-\frac{20 a^{2}+9}{60 n^{5}} k^{6}+\frac{1}{72 n^{6}} k^{8}+\mathrm{O}\left(n^{-5 / 2+\varepsilon}\right)\right] .
\end{align*}
$$

This gives after laborious computations

$$
\begin{equation*}
\binom{2 n}{n}^{-1} \Delta^{4}\binom{2 n}{n-k}=\frac{1}{n^{2}} \mathrm{e}^{-k^{2} / n}\left[12-\frac{48 k^{2}}{n}+\frac{16 k^{4}}{n^{2}}+\mathrm{O}\left(n^{-1 / 2+\varepsilon}\right)\right] \tag{21}
\end{equation*}
$$

and

$$
\binom{2 n}{n}^{-1} \frac{k}{n} \Delta^{4}\binom{2 n}{n-k} \quad \text { and }\binom{2 n}{n}^{-1} \frac{1}{n} \Delta^{3}\binom{2 n}{n-k}
$$

contribute only

$$
\frac{1}{n^{2}} e^{-k^{2} n} \mathrm{O}\left(n^{-1 / 2+\varepsilon}\right)
$$

An easy consequence of Lemma 3 is
Lemma 4. Let $k=\mathrm{O}\left(n^{+1 / 2+\varepsilon}\right)$.

$$
\begin{align*}
\binom{2 n}{n}^{-1} \sum_{s \geqslant 0} \Delta^{4}\binom{2 n-1}{n-k-3 s}= & \frac{2}{n^{2}} \sum_{s \geqslant 0} \mathrm{e}^{-(k+3 s)^{2} / n}\left[3-\frac{12(k+3 s)^{2}}{n}+\frac{4(k+3 s)^{4}}{n^{2}}\right] \\
& \times\left(1+\mathrm{O}\left(n^{-1 / 2+\varepsilon}\right)\right) . \tag{22}
\end{align*}
$$

Let $\operatorname{erfc}(z)=2 \pi^{-1 / 2} \int_{z}^{\infty} \mathrm{e}^{-t^{2}} \mathrm{~d} t$ be the complement of the error function. Using the ideas of Feller [3] (compare [7]), one can prove

Lemma 5. Let $k=\mathrm{O}\left(n^{+1 / 2+\varepsilon}\right)$.

$$
\begin{align*}
\sum_{s \geqslant 0}(k+3 s)^{b} \mathrm{e}^{-(k+3 s)^{2} / n}= & \int_{0}^{\infty}(k+3 s)^{b} \mathrm{e}^{-(k+3 s)^{2} / n} \mathrm{~d} s \\
& \times\left(1+\mathrm{O}\left(n^{-1 / 2+\varepsilon}\right)\right) . \tag{23}
\end{align*}
$$

Lemma 6.

$$
\begin{align*}
& \text { (a) } \frac{2}{\pi^{1 / 2}} \int_{z}^{\infty} t^{2} \mathrm{e}^{-t^{2}} \mathrm{~d} t=\frac{1}{2} \operatorname{erfc}(z)+\frac{z}{\pi^{1 / 2}} \mathrm{e}^{-z^{2}}  \tag{24}\\
& \text { (b) } \frac{2}{\pi^{1 / 2}} \int_{z}^{\infty} t^{4} \mathrm{e}^{-t^{2}} \mathrm{~d} t=\frac{3}{4} \operatorname{erfc}(z)+\frac{\frac{3}{2} z+z^{3}}{\pi^{1 / 2}} \mathrm{e}^{-z^{2}} \tag{25}
\end{align*}
$$

Proof. The functions

$$
\begin{equation*}
\operatorname{erfc}_{n}(z)=\frac{2}{\pi^{1 / 2}} \int_{z}^{\infty} \frac{(t-z)^{n}}{n!} \mathrm{e}^{-t^{2}} \mathrm{~d} t \tag{26}
\end{equation*}
$$

fulfill $\operatorname{erfc}_{0}(z)=\operatorname{erfc}(z), \operatorname{erfc}_{-1}(z)=2 \pi^{-1 / 2} \mathrm{e}^{-z^{2}}$ and the recursion

$$
\begin{equation*}
\operatorname{erfc}_{n}(z)=-\frac{z}{n} \operatorname{erfc}_{n-1}(z)+\frac{1}{2 n} \operatorname{erfc}_{n-2}(z) \tag{27}
\end{equation*}
$$

(Compare [1; p. 299].) From this the result follows after a long but elementary computation.

Lemma 7.

$$
\begin{equation*}
\binom{2 n}{n}^{-1} \sum_{s \geqslant 0} \Delta^{4}\binom{2 n-1}{n-k-3 s}=\frac{2}{n^{2}} \mathrm{e}^{-k^{2} / n}\left[-k+\frac{2}{3} \cdot \frac{k^{3}}{n}\right]\left(1+\mathrm{O}\left(n^{-1 / 2+\varepsilon}\right)\right) \tag{28}
\end{equation*}
$$

Proof. Since for $k=O\left(n^{-1 / 2+\varepsilon}\right)$

$$
\begin{align*}
\sum_{s \geqslant 0} \frac{(k+3 s)^{2 b}}{n^{b}} \mathrm{e}^{-(k+3 s)^{2} / n} & =\int_{0}^{\infty} \frac{(k+3 s)^{2 b}}{n^{b}} \mathrm{e}^{-(k+3 s)^{2} / n} \mathrm{~d} s\left(1+\mathrm{O}\left(n^{-1 / 2+\varepsilon}\right)\right) \\
& =\frac{n^{1 / 2}}{3} \int_{k / n^{1 / 2}}^{\infty} t^{2 b} \mathrm{e}^{-t^{2} / n} \mathrm{~d} t\left(1+\mathrm{O}\left(n^{-1 / 2+\varepsilon}\right)\right) \tag{29}
\end{align*}
$$

the result follows by applying Lemma 6 to Lemma 4.
Lemma 8.

$$
\begin{equation*}
\xi=\left(-\frac{2}{n^{2}} g_{1}(n)+\frac{4}{3 n^{3}} g_{3}(n)\right)\left(1+\mathrm{O}\left(n^{-1 / 2+\varepsilon}\right)\right) \tag{30}
\end{equation*}
$$

where

$$
\begin{equation*}
g_{b}(n)=\sum_{k \geqslant 1} k^{b} \sigma(k) \mathrm{e}^{-k^{2} / n}, \quad b \geqslant 0 \quad \text { and } \quad \sigma(k)=\sum_{j \mid k} j . \tag{31}
\end{equation*}
$$

Proof. This is a simple rearrangement of (17) using the approximation (28).
Lemma 9. Let $b \in \mathbb{N}_{0}$.

$$
\begin{equation*}
g_{b}(n)=\frac{\pi^{2}}{12} \Gamma\left(\frac{b+2}{2}\right) n^{(b+2) / 2}-\frac{1}{4} \Gamma\left(\frac{b+1}{2}\right) n^{(b+1) / 2}+\mathrm{O}(1), \quad n \rightarrow \infty . \tag{32}
\end{equation*}
$$

Proof. We use the Gamma-function method: Since

$$
\begin{equation*}
\mathrm{e}^{-\dot{x}}=\frac{1}{2 \pi i} \int_{c-i \infty}^{c+i \infty} \Gamma(z) x^{-z} \mathrm{~d} z, \quad x>0, \quad c>0 \tag{33}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{k \geqslant 1} \sigma(k) k^{-z}=\zeta(z) \zeta(z-1) \tag{34}
\end{equation*}
$$

we have

$$
\begin{align*}
g_{b}(n) & =\sum_{k \geqslant 1} k^{b} \sigma(k) \frac{1}{2 \pi i} \int_{c-i \infty}^{c+i \infty} \Gamma(z)\left(\frac{k^{2}}{n}\right)^{-z} \mathrm{~d} z \\
& =\frac{1}{2 \pi i} \int_{c-i \infty}^{c+i \infty} \Gamma(z) n^{z} \zeta(2 z-b) \zeta(2 z-b-1) \mathrm{d} z \tag{35}
\end{align*}
$$

By a well known method we can shift the line of integration to the left as far as we please if we only take the residues into account. From the simple pole of the $\zeta$-function we have

$$
\begin{equation*}
\Gamma\left(\frac{b+2}{2}\right) n^{(b+2) / 2} \zeta(2) \frac{1}{2} \tag{36}
\end{equation*}
$$

and

$$
\begin{equation*}
\Gamma\left(\frac{b+1}{2}\right) n^{(b+1) / 2} \frac{1}{2} \zeta(0) . \tag{37}
\end{equation*}
$$

Now $\zeta(2)=\pi^{2} / 6$ and $\zeta(0)=-1 / 2$ [9], yielding the leading terms of the expansion. The simple poles of the $\Gamma$-function contribute $\mathrm{O}(1)$.

Plugging this asymptotic expansion of $g_{b}(n)$ into equaton (30), we find
Lemma 10.

$$
\begin{equation*}
\xi=\frac{1}{6 n}\left(1+O\left(n^{-1 / 2+\varepsilon}\right)\right), \quad n \rightarrow \infty \tag{38}
\end{equation*}
$$

Theorem 11.

$$
\begin{equation*}
\tau_{n}:=t^{-1}(n) \sum_{h \geqslant 0}\left[z^{n}\right] C_{h}(z)=\frac{2}{3}+\mathrm{O}\left(n^{-1 / 2+e}\right), \quad n \rightarrow \infty . \tag{39}
\end{equation*}
$$

Proof. Since

$$
t(n)=\frac{1}{n}\binom{2 n-2}{n-1}=\frac{1}{4 n}\binom{2 n}{n}\left(1+\mathrm{O}\left(\frac{1}{n}\right)\right),
$$

we have to multiply $\xi$ by $4 n(1+O(1 / n))$ to obtain the result.
Altogether we have proved:
Theorem 12. The average 2-height of a planted plane tree with n nodes is

$$
\begin{equation*}
(\pi n)^{1 / 2}-\frac{7}{6}+\mathrm{O}\left(n^{-1 / 2+\varepsilon}\right) \quad \text { for } \varepsilon>0 \text { and } n \rightarrow \infty \tag{40}
\end{equation*}
$$

Table 1 shows some values of $\tau_{n}$ of Theorem 11 .

TABLE 1

| $n$ | $\tau_{n}$ | $n$ | $\tau_{n}$ |
| :---: | :---: | :---: | :---: |
| 1 | 1.0000 | 9 | 0.7664 |
| 2 | 2.0000 | 10 | 0.7532 |
| 3 | 1.5000 | 11 | 0.7430 |
| 4 | 1.2000 | 12 | 0.7348 |
| 5 | 1.0000 | 13 | 0.7282 |
| 6 | 0.8810 | 14 | 0.7228 |
| 7 | 0.8182 | 15 | 0.7184 |
| 8 | 0.7855 | 16 | 0.7146 |
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