# Minimal and maximal plateau lengths in Motzkin paths 

Helmut Prodinger ${ }^{1 \dagger}$ and Stephan Wagner ${ }^{2}$<br>${ }^{1}$ Stellenbosch University, Department of Mathematics, 7602 Stellenbosch, South Africa. hproding@sun.ac. za<br>${ }^{2}$ Stellenbosch University, Department of Mathematics, 7602 Stellenbosch, South Africa. swagner@sun. ac. za<br>received ???, revised ???, accepted tomorrow.

The minimal length of a plateau (a sequence of horizontal steps, preceded by an up- and followed by a down-step) in a Motzkin path is known to be of interest in the study of secondary structures which in turn appear in mathematical biology. We will treat this and the related parameters maximal plateau length, minimal horizontal segment and maximal horizontal segment as well as some similar parameters in unary-binary trees by a pure generating functions approach—Motzkin paths are derived from Dyck paths by a substitution process. Furthermore, we provide a pretty general analytic method to obtain means and limiting distributions for these parameters. It turns out that the maximal plateau and the maximal horizontal segment follow a Gumbel distribution.
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## 1 Introduction

A Motzkin path of length $n$ in the $(x, y)$-plane from $(0,0)$ to $(n, 0)$ consists of steps $(1,1)$ ("up"), $(1,-1)$ ("down"), and $(1,0)$ ("level"), with the restriction that a Motzkin path must never go below the $x$-axis.

A plateau of length $\ell$ is a sequence of $\ell$ consecutive level steps, preceded by an up-step, and followed by a down-step. Let us denote $\mathcal{M}^{\ell}$ the set of all Motzkin paths where every plateau is at least $\ell$ steps long. Note that $\mathcal{N}^{0}$ is the set of all Motzkin paths. It has been described in [2,10,12] that the family $\mathcal{M}^{\ell}$ is of relevance in the study of secondary structures, and thus in turn in mathematical biology.

We are led in a natural way to a random variable MinPlateau which assigns to each Motzkin path the minimal plateau length. We show how to study this parameter, by a pure use of generating functions and asymptotic techniques, without using any recursions, as for instance in [2]. Thus, our approach is very much in line with the subtitle Analytic Combinatorics of this conference and the forthcoming book [6].

From a mathematical point of view, it is at least as interesting to study the random variable MaxPlateau, which assigns to each Motzkin path the maximal plateau length. Analytically, this is more challenging, as it resembles parameters like height or maximal run length, and the behaviour of the average is more intricate (we will see that MinPlateau $=0$ for almost all Motzkin paths).

Furthermore, one can drop the restriction that the sequence of level steps must be rendered by an up- resp. down-step. Considering the respective lengths of all (maximal) sequences of horizontal steps, we are led to the parameters MinLevel and MaxLevel.

[^0]A related concept are unary-binary-trees. They are defined in a recursive way by saying that the empty tree is a unary-binary-tree, and that a root followed by one unary-binary-tree (a unary node), or a root followed by a left and a right unary-binary-tree (a binary node) are again unary-binary tres. They are a special instance of the simply generated families of trees, provided that one considers a leaf (empty node) as an internal node as well, see [9].

The analysis of the aforementioned parameters can be performed within a very general framework, which will be described in Section 4. It turns out that the average of MaxLevel and MaxPlateau is of logarithmic order, with fluctuating terms of lower order.

In order to obtain generating functions for our parameters, we use a substitution technique-Motzkin paths, for instance, can be obtained from Dyck paths (which contain no level steps) by the following substitution: each up-/down-step is replaced by an up-/down-step, followed by an arbitrary number of level steps. Additionally, one allows for an arbitrary number of level steps at the beginning of the paths. This is easy to model using generating functions-if one wants the parameter MaxLevel to be $\leq k$ for instance, one allows only substitutions with horizontal segments of length $\leq k$; likewise, if MinLevel should be $\geq k$, the substitution must use only horizontal segments of length $\geq k$. For the parameters related to the plateau, this can also be achieved, since one can easily set up a generating function for Dyck paths where an up-step followed by a down-step (a "peak") gets a special label.

In the case of unary-binary trees, there is also a substitution that produces them starting from binary trees (each leaf resp. internal node can be followed by an arbitrary sequence of unary nodes). In analogy to the Motzkin paths, one could be interested in the minimal resp. maximal lengths of these chains of unary nodes. To take the analogy further, the plateau instance would then correspond to the unary chains that grow out of the leaves (and not the other nodes).

The approximations that will be derived later in this paper exhibit the Gumbel distribution (or extreme value distribution) as limiting distribution for the parameters MaxPlateau and MaxLevel (and the analogous parameters in unary-binary trees). As shown in [8], all moments can be evaluated asymptotically in a semi-automatic fashion. Here we confine ourselves to give the averages in an explicit form.


Fig. 1: A Motzkin path with MinPlateau $=2$, MaxPlateau $=3$, MinLevel $=1$ and MaxLevel $=4$.

## 2 Substitutions and generating functions

In the following, let us denote the generating function for Catalan paths by $C(z)$ :

$$
C(z)=\frac{1-\sqrt{1-4 z^{2}}}{2 z^{2}}
$$

Furthermore, let $D(z, u)$ be the bivariate generating function for Catalan paths, where each peak is marked by $u z$ instead of $z^{2}$. If the empty path is ignored, it follows that

$$
D(z, u)=\sum_{k \geq 1}\left(z u+z^{2} D(z, u)\right)^{k}=\frac{z u+z^{2} D(z, u)}{1-z u-z^{2} D(z, u)}
$$

or

$$
D(z, u)=\frac{1-z u-z^{2}-\sqrt{1-2 z u-2 z^{2}+z^{2} u^{2}-2 z^{3} u+z^{4}}}{2 z^{2}}
$$

Now, the generating functions for our problems follow easily from the aforementioned substitution process. For instance, if we are interested in the generating function for Motzkin paths with the additional requirement that each plateau has length at least $k$, we have to substitute $u$ by $\frac{z^{k+1}}{1-z}$ (and $z$ by $\frac{z}{1-z}$ ) to obtain

$$
\frac{1}{1-z} D\left(\frac{z}{1-z}, \frac{z^{k+1}}{1-z}\right)=\frac{1-2 z-z^{k+2}-\sqrt{1-4 z+4 z^{2}-2 z^{k+2}+4 z^{k+3}-4 z^{k+4}+z^{2 k+4}}}{2 z^{2}(1-z)}
$$

Analogously, we obtain the following generating function for Motzkin paths where MaxPlateau is $\leq k$ :

$$
\frac{1}{1-z} D\left(\frac{z}{1-z}, \frac{z\left(1-z^{k+1}\right)}{1-z}\right)=\frac{1-2 z-z^{2}+z^{k+3}-\sqrt{\left(1-z^{2}+z^{k+3}\right)\left(1-4 z+3 z^{2}+z^{k+3}\right)}}{2 z^{2}(1-z)} .
$$

The situation is even simpler in the case of the parameters MinLevel and MaxLevel: here, we just have to replace $z$ in the generating function $C$. Hence, if we want MinLevel to be $\geq k$, we obtain

$$
\left(1+\frac{z^{k}}{1-z}\right) C\left(z\left(1+\frac{z^{k}}{1-z}\right)\right)-C(z)=\frac{1-z-\sqrt{(1-z)^{2}\left(1-4 z^{2}\right)-4 z^{k+2}\left(2-2 z+z^{k}\right)}}{2 z^{2}\left(1-z+z^{k}\right)}-\frac{1-\sqrt{1-4 z^{2}}}{2 z^{2}}
$$

Note that we have to allow level steps of length 0 (yielding the summand 1 in the above expression), and that we have to subtract the number of Catalan paths (which contain no level steps at all). Finally,

$$
\frac{1-z^{k+1}}{1-z} C\left(\frac{z\left(1-z^{k+1}\right)}{1-z}\right)=\frac{1-z-\sqrt{1-2 z-3 z^{2}+8 z^{k+3}-4 z^{2 k+4}}}{2 z^{2}\left(1-z^{k+1}\right)}
$$

is the generating function for Motzkin paths with MaxLevel $\leq k$.

## 3 The parameters MinPlateau and MinLevel in Motzkin paths

From an analytic point of view, these two parameters are simpler and less interesting, since MinPlateau is 0 for almost all Motzkin paths, whereas MinLevel is equal to 1 . Hence, the mean also tends to these values. We will show this in detail in the case of plateaus only, the other case being analogous. Note that the generating function for Motzkin paths with MinPlateau $\geq 1$ is given by

$$
\frac{1-2 z-z^{3}-\sqrt{1-4 z+4 z^{2}-2 z^{3}+4 z^{4}-4 z^{5}+z^{6}}}{2 z^{2}(1-z)}=\frac{1-2 z-z^{3}-\sqrt{(1-z)^{2}\left(1-3 z+z^{2}\right)\left(1+z+z^{2}\right)}}{2 z^{2}(1-z)} .
$$

A simple application of the Flajolet-Odlyzko singularity analysis [4] shows that the number of Motzkin paths with $n$ steps and the property that each plateau has length $\geq 1$ is asymptotically given by

$$
\sqrt{\frac{15+7 \sqrt{5}}{8 \pi}} \cdot n^{-3 / 2} \cdot\left(\frac{3+\sqrt{5}}{2}\right)^{n}
$$

whereas the overall number of Motzkin paths is given by the Motzkin numbers, which are asymptotically equal to

$$
\sqrt{\frac{27}{4 \pi}} \cdot n^{-3 / 2} \cdot 3^{n}
$$

Hence, MinLevel equals 0 for almost all Motzkin paths. These asymptotics have been given in [2] as well. Now, in order to determine an average, we have to consider the sum

$$
\sum_{k \geq 1} \frac{1-2 z-z^{k+2}-\sqrt{1-4 z+4 z^{2}-2 z^{k+2}+4 z^{k+3}-4 z^{k+4}+z^{2 k+4}}}{2 z^{2}(1-z)}
$$

We will show that the sum over all $k \geq 2$ yields a function which is analytic within the open circle of radius $\sqrt{2}-1$ around the origin, thus proving that the average of MinPlateau is asymptotically equal to

$$
\sqrt{\frac{15+7 \sqrt{5}}{54}} \cdot\left(\frac{3+\sqrt{5}}{6}\right)^{n}
$$

which tends to 0 .
Since the coefficients of the Taylor series around 0 are positive for all summands, it suffices to prove that it is convergent for $z=\sqrt{2}-1$, implying absolute convergence for all values of $z$ within the aforementioned circle. Denote the sum over all $k \geq 2$ by $S(z)$. Then we have

$$
\begin{aligned}
S(\sqrt{2}-1) & =\sum_{k \geq 2} \frac{(2+\sqrt{2})\left(1-(\sqrt{2}-1)^{k}-\sqrt{1-6(\sqrt{2}-1)^{k}+(\sqrt{2}-1)^{2 k}}\right)}{4} \\
& \leq \sum_{k \geq 2} \frac{(2+\sqrt{2}) \cdot 2(1+\sqrt{2})(\sqrt{2}-1)^{k}}{4} \\
& =\frac{\sqrt{2}+1}{2}<\infty
\end{aligned}
$$

which finishes the proof.
In order to obtain the mean for MinLevel, one has to consider the sum

$$
\sum_{k \geq 1}\left(\frac{1-z-\sqrt{(1-z)^{2}\left(1-4 z^{2}\right)-4 z^{k+2}\left(2-2 z+z^{k}\right)}}{2 z^{2}\left(1-z+z^{k}\right)}-\frac{1-\sqrt{1-4 z^{2}}}{2 z^{2}}\right)
$$

In the same way as before, we see that the sum over $k \geq 2$ is analytic within the open circle of radius 0.396608 (the dominant singularity of the summand that corresponds to $k=2$ ) around the origin, and that the average of MinLevel thus tends to 1 .

## 4 The parameters MaxPlateau and MaxLevel in Motzkin paths

Looking at the generating functions for these two parameters, we see that they have essentially the same form, namely $\frac{P\left(z, z^{k}\right)-\sqrt{R\left(z, z^{k}\right)}}{Q\left(z, z^{k}\right)}$ for some polynomials, where the dominating singularity (the smallest zero of $R\left(z, z^{k}\right)$ ) is decreasing in $k$ and tending to a limit. Hence, rather than treat the two cases separately, we provide a general theorem and apply is to the two parameters as well as two similar parameters for unary-binary trees (in the subsequent section). The following lemma gives the essential asymptotic formula:
Lemma 1 Let a generating function $f_{k}(z)$ be given by

$$
f_{k}(z)=\frac{P\left(z, z^{k}\right)-\sqrt{R\left(z, z^{k}\right)}}{Q\left(z, z^{k}\right)}
$$

where $P(z, u), Q(z, u), R(z, u)$ are polynomials satisfying the following conditions:

- $r_{0}(z):=R(z, 0)$ has a simple positive real root $\rho<1$ and no other roots in $\{z:|z| \leq \rho\}, r_{0}(z)$ is positive for $z<\rho$ and $r_{1}(z):=R_{u}(z, 0)$ is positive for $z=\rho$,
- $Q\left(z, z^{k}\right)$ has no roots in $\left\{z:|z| \leq \rho+c_{1}\right\}$ for some positive constant $c_{1}$ and sufficiently large $k \geq k_{1}$.

Then, the following asymptotic formula holds for all $k \geq k_{0}$ :

$$
\frac{\left[z^{n}\right] f_{k}(z)}{\left[z^{n}\right] f_{\infty}(z)}=\exp \left(-\delta n \rho^{k}\right)\left(1+O\left(n^{-2}+k \rho^{k}+k^{2} \rho^{k} n^{-1}+k \rho^{2 k} n\right)\right)
$$

uniformly in $k$, where $f_{\infty}:=\frac{P(z, 0)-\sqrt{R(z, 0)}}{Q(z, 0)}$ and $\delta=-\frac{r_{1}(\rho)}{\rho r_{0}^{\prime}(\rho)}>0$.
Proof: First, we follow the lines of [7]: for suitable $0<C<1-\rho$, there is no other root of $r_{0}$ than $\rho$ inside the disk $\{z:|z| \leq \rho+2 C\}$, and we have

$$
\left|R\left(z, z^{k}\right)-R(z, 0)\right|=O\left((\rho+C)^{k}\right)<|R(z, 0)|
$$

for $|z|=\rho+C$ and $k \geq k_{2}$. By Rouché's Theorem, we conclude that $R\left(z, z^{k}\right)$ has exactly one simple root in the disk $\{z:|z| \leq \rho+C\}$ for sufficiently large $k$. Since

$$
\operatorname{sign}\left(R\left(\rho, \rho^{k}\right)\right)=\operatorname{sign}\left(R_{u}(\rho, 0)\right)=\operatorname{sign}\left(r_{1}(\rho)\right)=1
$$

and

$$
\operatorname{sign}\left(R\left(\rho+\frac{1}{k},\left(\rho+\frac{1}{k}\right)^{k}\right)\right)=\operatorname{sign}\left(R\left(\rho+\frac{1}{k}, 0\right)=-1\right.
$$

for sufficiently large $k$, there must be a real root $\rho_{k}:=\rho+\epsilon_{k}$ of $R\left(z, z^{k}\right)$ with $0<\epsilon_{k}<\frac{1}{k}$. Applying the well-known bootstrapping method, we find that $\epsilon_{k}=O\left(\rho^{k}\right)$ and more precisely

$$
\epsilon_{k}=-\frac{r_{1}(\rho)}{r_{0}^{\prime}(\rho)} \rho^{k}\left(1+O\left(k \rho^{k}\right)\right)=\delta \rho^{k+1}\left(1+O\left(k \rho^{k}\right)\right) .
$$

It is also not difficult to show that the error term is positive for sufficiently large $k$. Now, note that we can write our generating function as

$$
f_{k}(z)=\frac{P\left(z, z^{k}\right)-\sqrt{\left(1-\frac{z}{\rho_{k}}\right) s_{k}(z)}}{Q\left(z, z^{k}\right)}
$$

for some polynomial $s_{k}$, and that $\rho_{k}$ is the only singularity of $f_{k}$ within the disk $\left\{z:|z| \leq \rho+\min \left(c_{1}, C\right)\right\}$. We expand $f_{k}$ around $\rho_{k}$ :

$$
f_{k}(z)=\frac{p_{k}(z)}{q_{k}(z)}-\frac{\sqrt{s_{k}\left(\rho_{k}\right)}}{q_{k}\left(\rho_{k}\right)}\left(1-\frac{z}{\rho_{k}}\right)^{1 / 2}+\frac{\rho_{k} \sqrt{s_{k}\left(\rho_{k}\right)}}{q_{k}\left(\rho_{k}\right)}\left(\frac{s_{k}^{\prime}\left(\rho_{k}\right)}{2 s_{k}\left(\rho_{k}\right)}-\frac{q_{k}^{\prime}\left(\rho_{k}\right)}{q_{k}\left(\rho_{k}\right)}\right)\left(1-\frac{z}{\rho_{k}}\right)^{3 / 2}+\ldots,
$$

where $p_{k}(z):=P\left(z, z^{k}\right)$ and $q_{k}(z):=Q\left(z, z^{k}\right)$.
Applying the Flajolet-Odlyzko singularity analysis [4], we see that

$$
\left[z^{n}\right] f_{k}(z)=\frac{\sqrt{s_{k}\left(\rho_{k}\right)}}{2 \sqrt{\pi} q_{k}\left(\rho_{k}\right)} \cdot n^{-3 / 2} \cdot \rho_{k}^{-n}\left(1+\left(\frac{3}{8}+\frac{3 \rho_{k}}{2}\left(\frac{s_{k}^{\prime}\left(\rho_{k}\right)}{2 s_{k}\left(\rho_{k}\right)}-\frac{q_{k}^{\prime}\left(\rho_{k}\right)}{q_{k}\left(\rho_{k}\right)}\right)\right) n^{-1}+O\left(n^{-2}\right)\right)
$$

holds uniformly in $k$. Furthermore, note that

$$
s_{k}\left(\rho_{k}\right)=-\left.\rho_{k} \frac{d}{d z} R\left(z, z^{k}\right)\right|_{z=\rho_{k}}
$$

$$
\begin{aligned}
& =-\rho_{k}\left(R_{z}\left(\rho_{k}, \rho_{k}^{k}\right)+k \rho_{k}^{k-1} R_{u}\left(\rho_{k}, \rho_{k}^{k}\right)\right) \\
& =-\rho_{k}\left(R_{z}(\rho, 0)\left(1+O\left(\epsilon_{k}+\rho_{k}^{k}\right)\right)+k \rho_{k}^{k-1} R_{u}(\rho, 0)\left(1+O\left(\epsilon_{k}+\rho_{k}^{k}\right)\right)\right) \\
& =-\rho R_{z}(\rho, 0)\left(1+O\left(k \rho^{k}\right)\right) \\
& =-\rho r_{0}^{\prime}(\rho)\left(1+O\left(k \rho^{k}\right)\right)
\end{aligned}
$$

and similarly

$$
\begin{aligned}
s_{k}^{\prime}\left(\rho_{k}\right) & =-\frac{\rho}{2} r_{0}^{\prime \prime}(\rho)\left(1+O\left(k^{2} \rho^{k}\right)\right) \\
q_{k}\left(\rho_{k}\right) & =Q(\rho, 0)\left(1+O\left(\rho^{k}\right)\right) \\
q_{k}^{\prime}\left(\rho_{k}\right) & =Q_{z}(\rho, 0)\left(1+O\left(k \rho^{k}\right)\right)
\end{aligned}
$$

so that we have

$$
\begin{aligned}
{\left[z^{n}\right] f_{k}(z)=\frac{\sqrt{-\rho r_{0}^{\prime}(\rho)}}{2 \sqrt{\pi} Q(\rho, 0)} } & n^{-3 / 2} \cdot \rho_{k}^{-n} \\
& \times\left(1+\left(\frac{3}{8}+\frac{3 \rho}{2}\left(\frac{r_{0}^{\prime \prime}(\rho)}{4 r_{0}^{\prime}(\rho)}-\frac{Q_{z}(\rho, 0)}{Q(\rho, 0)}\right)\right) n^{-1}+O\left(n^{-2}+k \rho^{k}+k^{2} \rho^{k} n^{-1}\right)\right)
\end{aligned}
$$

Applying the singularity analysis to $f_{\infty}$ yields, on the other hand,

$$
\left[z^{n}\right] f_{\infty}(z)=\frac{\sqrt{-\rho r_{0}^{\prime}(\rho)}}{2 \sqrt{\pi} Q(\rho, 0)} \cdot n^{-3 / 2} \cdot \rho^{-n}\left(1+\left(\left(38+\frac{3 \rho}{2}\left(\frac{r_{0}^{\prime \prime}(\rho)}{4 r_{0}^{\prime}(\rho)}-\frac{Q_{z}(\rho, 0)}{Q(\rho, 0)}\right)\right) n^{-1}+O\left(n^{-2}\right)\right)\right.
$$

from which we obtain

$$
\frac{\left[z^{n}\right] f_{k}(z)}{\left[z^{n}\right] f_{\infty}(z)}=\left(\frac{\rho}{\rho_{k}}\right)^{n}\left(1+O\left(n^{-2}+k \rho^{k}+k^{2} \rho^{k} n^{-1}\right)\right)
$$

and the statement of the lemma follows from the fact that

$$
\left(\frac{\rho}{\rho_{k}}\right)^{n}=\left(1+\frac{\epsilon_{k}}{\rho}\right)^{-n}=\left(\exp \left(-\delta \rho^{k}+O\left(k \rho^{2 k}\right)\right)\right)^{-n}
$$

The asymptotic formula of this lemma can now be used to deduce information about the behaviour of the corresponding random variable:
Theorem 4.1 With the notation of Lemma 1, suppose that $X_{n}$ is a random variable such that $P\left(X_{n} \leq k\right)=$ $\frac{\left[z^{n}\right] f_{k}(z)}{\left[z^{n}\right] f_{\infty}(z)}$. Then $X_{n}$ asymptotically follows a Gumbel distribution, and the mean of $X_{n}$ is given by

$$
\begin{equation*}
E\left(X_{n}\right)=\log _{a} n+\log _{a} \delta+\frac{\gamma}{\log a}+\frac{1}{2}+\psi\left(\log _{a} n+\log _{a} \delta\right)+O\left(\frac{\log ^{2} n}{n}\right) \tag{4.1}
\end{equation*}
$$

where $a=\rho^{-1}, \delta=-\frac{r_{1}(\rho)}{\rho r_{0}^{\prime}(\rho)}$, and $\psi$ is the periodic function that is defined by the Fourier series

$$
\begin{equation*}
-\frac{1}{\log a} \sum_{k \neq 0} \Gamma\left(-\frac{2 k \pi i}{\log a}\right) e^{2 k \pi i x} \tag{4.2}
\end{equation*}
$$

Proof: In order to obtain the mean of $X_{n}$, we have to determine the sum

$$
E\left(X_{n}\right)=\sum_{k \geq 0} P\left(X_{n}>k\right)=\sum_{k \geq 0}\left(1-P\left(X_{n} \leq k\right)\right)=\sum_{k \geq 0}\left(1-\frac{\left[z^{n}\right] f_{k}(z)}{\left[z^{n}\right] f_{\infty}(z)}\right)
$$

In view of the structure of the generating functions, we have $\frac{\left[z^{n}\right] f_{k}(z)}{\left[z^{n}\right] f_{\infty}(z)}=1$ for $k>n$, hence the formula reduces to

$$
E\left(X_{n}\right)=\sum_{k=0}^{n}\left(1-\frac{\left[z^{n}\right] f_{k}(z)}{\left[z^{n}\right] f_{\infty}(z)}\right)
$$

Now, let us replace the summand $1-\frac{\left[z^{n}\right] f_{k}(z)}{\left[z^{n}\right] f_{\infty}(z)}$ by the simpler expression

$$
1-\exp \left(-\delta n \rho^{k}\right)
$$

and estimate the error term. Note first that we have

$$
\begin{aligned}
\left|P\left(X_{n} \leq k\right)-\exp \left(-\delta n \rho^{k}\right)\right| & \leq P\left(X_{n} \leq k\right)+\exp \left(-\delta n \rho^{k}\right) \\
& \leq P\left(X_{n} \leq k_{0}\right)+\exp \left(-\delta n \rho^{k_{0}}\right) \\
& <n \exp \left(-\delta n \rho^{k_{0}}\right)
\end{aligned}
$$

for $k \leq k_{0}$, so the error term that comes from these summands is exponentially small and thus negligible. Furthermore, $1-\exp \left(-\delta n \rho^{k}\right)$ is exponentially small for $k>n$. So we obtain, by Lemma 1 ,

$$
\begin{aligned}
E\left(X_{n}\right)=\sum_{k=0}^{\infty}(1 & \left.-\exp \left(-\delta n \rho^{k}\right)\right) \\
& +O\left(n \rho^{n}+n \exp \left(-\delta n \rho^{k_{0}}\right)+\sum_{k=k_{0}}^{n} \exp \left(-\delta n \rho^{k}\right)\left(n^{-2}+k \rho^{k}+k^{2} \rho^{k} n^{-1}+k n \rho^{2 k}\right)\right)
\end{aligned}
$$

or

$$
E\left(X_{n}\right)=\sum_{k=0}^{\infty}\left(1-\exp \left(-\delta n \rho^{k}\right)\right)+O\left(n^{-1}+\sum_{k=k_{0}}^{n} \exp \left(-\delta n \rho^{k}\right)\left(k \rho^{k}+k n \rho^{2 k}\right)\right)
$$

For $k_{0} \leq k \leq \frac{\log n}{2 \log a}$, the error term is $O(n \exp (-\delta \sqrt{n}))$, for $\frac{3 \log n}{\log a} \leq k \leq n$, it is $O\left(\frac{\log n}{n^{3}}\right)$. In the remaining interval, we have, for $k \leq \frac{\log n}{\log a}$,

$$
\exp \left(-\delta n \rho^{k}\right)\left(k \rho^{k}+k n \rho^{2 k}\right) \ll n \log n \exp \left(-\delta n \rho^{k}\right) \rho^{2 k} \ll \frac{\log n}{n}
$$

and, for $k \geq \frac{\log n}{\log a}$,

$$
\exp \left(-\delta n \rho^{k}\right)\left(k \rho^{k}+k n \rho^{2 k}\right) \ll \log n \exp \left(-\delta n \rho^{k}\right) \rho^{k} \ll \frac{\log n}{n}
$$

So we finally arrive at

$$
E\left(X_{n}\right)=\sum_{k=0}^{\infty}\left(1-\exp \left(-\delta n \rho^{k}\right)\right)+O\left(\frac{\log ^{2} n}{n}\right)
$$

The infinite sum is a standard example for an application of the Mellin transform-the asymptotic formula

$$
\sum_{k=0}^{\infty}\left(1-\exp \left(-x / a^{k}\right)\right)=\log _{a} x+\frac{\gamma}{\log a}+\frac{1}{2}+\psi\left(\log _{a} x\right)+O\left(\frac{1}{x}\right)
$$

can be found in $[3,11]$ for instance. Here, $\psi$ is the function given in (4.2). We only have to set $x=\delta n$ to obtain the desired formula (4.1).

Finally note that the expression $1-\exp \left(-\delta n \rho^{k}\right)$ is, apart from renormalisation, the distribution function of a Gumbel (extreme value) distribution, so that the limiting distribution of $X_{n}$ is the Gumbel distribution. The same distribution is observed, for instance, for the depth of tries, as discussed in [8].

Let us apply this theorem to the parameters MaxPlateau and MaxLevel. For the maximum size of a plateau to be $\leq k$, we know the generating function to be

$$
\frac{1-2 z-z^{2}+z^{k+3}-\sqrt{\left(1-z^{2}+z^{k+3}\right)\left(1-4 z+3 z^{2}+z^{k+3}\right)}}{2 z^{2}(1-z)}
$$

Hence, in the notation of Lemma 1,

$$
\begin{gathered}
R(z, u)=\left(1-z^{2}+u z^{3}\right)\left(1-4 z+3 z^{2}+u z^{3}\right), \\
r_{0}(z)=(1-z)^{2}(1+z)(1-3 z) \quad \text { and } \quad r_{1}(z)=2 z^{3}(1-z)^{2} .
\end{gathered}
$$

It follows that $\rho=\frac{1}{3}, \delta=\frac{1}{18}$, and so the maximum size of a plateau follows a Gumbel distribution, where the mean is asymptotically given by

$$
\log _{3} n-\log _{3} 2+\frac{\gamma}{\log 3}-\frac{3}{2}+\psi\left(\log _{3} n-\log _{3} 2\right)
$$

Similarly,

$$
\frac{1-z-\sqrt{1-2 z-3 z^{2}+8 z^{k+3}-4 z^{2 k+4}}}{2 z^{2}\left(1-z^{k+1}\right)}
$$

is the generating function for MaxLevel. We see that

$$
R(z, u)=1-2 z-3 z^{2}+8 u z^{3}-4 u^{2} z^{4}, \quad r_{0}(z)=1-2 z-3 z^{2} \quad \text { and } \quad r_{1}(z)=8 z^{3}
$$

Therefore, $\rho=\frac{1}{3}$ again, $\delta=\frac{2}{9}$, and the mean of MaxLevel is asymptotically

$$
\log _{3} n+\log _{3} 2+\frac{\gamma}{\log 3}-\frac{3}{2}+\psi\left(\log _{3} n+\log _{3} 2\right)
$$

## 5 Unary-binary trees

These trees are defined by the equation $C=1+z C+z C^{2}$; they can be obtained from extended binary trees given by $B=y+z B^{2}$ ( $z$ marking internal nodes, $y$ marking leaves) by the substitutions

$$
z \longrightarrow \frac{z}{1-z}, \quad y \longrightarrow \frac{1}{1-z}
$$

compare e.g. [5].

Let us now consider the maximal length of a sequence of unary nodes; call the corresponding random variable $X_{n}$. Then the generating function of unary-binary trees where this parameter is $\leq k$ is obtained from the substitutions

$$
z \longrightarrow \frac{z\left(1-z^{k+1}\right)}{1-z}, \quad y \longrightarrow \frac{1-z^{k+1}}{1-z}
$$

yielding

$$
f_{k}(z)=\frac{1-z-\sqrt{1-6 z+z^{2}+8 z^{k+2}-4 z^{2 k+3}}}{2 z\left(1-z^{k+1}\right)}
$$

Note that

$$
\frac{1-z-\sqrt{1-6 z+z^{2}}}{2 z}
$$

is the generating function of the large Schröder numbers, see [1].
In the notation of Lemma 1, we have

$$
R(z, u)=1-6 z+z^{2}+8 z^{2} u-4 z^{3} u^{2}, \quad r_{0}(z)=1-6 z+z^{2} \quad \text { and } \quad r_{1}(z)=8 z^{2}
$$

Consequently, $1 / \rho=3+2 \sqrt{2}, \delta=3 \sqrt{2}-4=\sqrt{2} \rho$, and the average of the parameter $X_{n}$ is asymptotically given by

$$
\frac{\log n}{\log (3+2 \sqrt{2})}+\frac{1}{2 \log _{2}(3+2 \sqrt{2})}+\frac{\gamma}{\log (3+2 \sqrt{2})}-\frac{1}{2}+\psi\left(\frac{\log n}{\log (3+2 \sqrt{2})}+\frac{1}{2 \log _{2}(3+2 \sqrt{2})}\right)
$$

Analogously, let the parameter $Y_{n}$ be the maximal length of the chains emanating from the leaves. Then we have to perform the substitutions

$$
z \longrightarrow \frac{z}{1-z}, \quad y \longrightarrow \frac{1-z^{k+1}}{1-z}
$$

yielding

$$
\frac{1-z-\sqrt{1-6 z+z^{2}+4 z^{k+2}}}{2 z}
$$

In the notation of Lemma 1, we have

$$
R(z, u)=1-6 z+z^{2}+4 z^{2} u, \quad r_{0}(z)=1-6 z+z^{2} \quad \text { and } \quad r_{1}(z)=4 z^{2} .
$$

Consequently, $1 / \rho=3+2 \sqrt{2}, \delta=\frac{\rho}{\sqrt{2}}$, and the average of the parameter $Y_{n}$ is asymptotically given by

$$
\frac{\log n}{\log (3+2 \sqrt{2})}-\frac{1}{2 \log _{2}(3+2 \sqrt{2})}+\frac{\gamma}{\log (3+2 \sqrt{2})}-\frac{1}{2}+\psi\left(\frac{\log n}{\log (3+2 \sqrt{2})}-\frac{1}{2 \log _{2}(3+2 \sqrt{2})}\right) .
$$

If we don't distinguish between leaves and internal nodes, then it amounts to take $B=y+z B^{2}$ as before, but use the substitutions

$$
z \longrightarrow \frac{z}{1-z}, \quad y \longrightarrow \frac{z}{1-z}
$$

with the result

$$
\frac{1-z-\sqrt{1-2 z-3 z^{2}}}{2 z}
$$

Then we are in the "Motzkin-world" (as opposed to the "Schröder-world"). Indeed, applying the substitutions $z \longrightarrow \frac{z\left(1-z^{1+k}\right)}{1-z}, y \longrightarrow \frac{z\left(1-z^{1+k}\right)}{1-z}$ (maximal length of a unary chain $\leq k$ ), we obtain, apart from a factor $z$, the same generating function (and thus the same asymptotics) as for the parameter MaxLevel in Motzkin paths. If, on the other hand, we only consider unary chains emanating from the leaves, we have to use the substitutions $z \longrightarrow \frac{z}{1-z}, y \longrightarrow \frac{z\left(1-z^{1+k}\right)}{1-z}$, yielding the generating function

$$
\frac{1-z-\sqrt{1-2 z-3 z^{2}+4 z^{k+3}}}{2 z}
$$

In the notation of Lemma 1 , this means that

$$
R(z, u)=1-2 z-3 z^{2}+4 z^{3} u, \quad r_{0}(z)=1-2 z-3 z^{2} \quad \text { and } \quad r_{1}(z)=4 z^{3}
$$

Consequently, $1 / \rho=3, \delta=\frac{1}{9}$, and the average of the parameter $Y_{n}$ is asymptotically given by

$$
\log _{3} n+\frac{\gamma}{\log 3}-\frac{3}{2}+\psi\left(\log _{3} n\right)
$$
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