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#### Abstract

The language operator $\operatorname{Init}(L)=\{x$ : there is a $y$, such that $x y \in L\}$ is well-known. Replacing "there is a $y, \ldots$ " by "there are infinitely many $y_{,} . .$. " a new operator $\operatorname{Anf}(L)=$ $\{x$ : there are infinitely many $y$, such that $x y \in L\}$ is obrained. Furthermore, there are language operators, for which definitions structurally similar to those of Init and Anf can be given.


## 0. Introduction

The language operator $\operatorname{Init}(L)=\{x$ : there is a $y$, such that $x y \in L\}$ is well-known. Replacing "there is a $y, \ldots$ " by "there are infinitely many $y, \ldots$ " a new operator $\operatorname{Anf}(L)=\{x$ : there are infinitely many $y$, such that $x y \in L\}$ is obtained.

There are common properties of Init and Anf, caused by the fact, that Init as well as Anf pick out initial subwords of words in $L$, discussed in Chapter 2.

On the other hand the behaviour of Anf is quite different from that of Init, e.g. the recursive (recursively enumerable) languages are not closed under Anf (Chapter 3).

In Chapter 4, the definition of Init and Anf is generalized, and the class of the resulting operators is examined.

## 1. Basic Definitions

An alphabet $\Sigma$ is a finite nonempty set of symbols. $\Sigma^{*}$ denotes the set of all words over $\Sigma, \Sigma^{+}=\Sigma^{*}-\{\varepsilon\}$, where $\varepsilon$ denctes the empty word. For $x \in \Sigma^{*}|x|$ is the length of $x$ and $x^{\mathrm{R}}$ is the mirror image of $x\left(\varepsilon^{\mathrm{R}}=\varepsilon, a_{1} \cdots a_{n}^{\mathrm{R}}=a_{n} \cdots a_{1}\right)$. If $a \in \Sigma$, then $n_{a}(x)$ is the number of symbols $a$ in $x$.

A grammar is a quadruple $G=(\Phi, \Sigma, P, S)$, where $\Phi$ is the alphabet of the nontrminals, $\Sigma$ is the alphabet of the terminals, $P$ is a finite set of rules $\alpha \rightarrow \beta$,
$\alpha \in(\Phi \cup \Sigma)^{+}, \beta \in(\Phi \cup \Sigma)^{*}$ and $S \in \Phi$ is the start symbol. Derivations in $G$ are defined in the usual way and $L(G)$ denotes the language generated by $\boldsymbol{G}$.

If for all $\alpha \rightarrow \beta \in P|\alpha| \leqslant|\beta|$, then $G$ and $L(G)$ are called context-sensitive. If for all $\alpha \rightarrow \beta \in P \alpha \in \Phi$ and $\beta \in(\Phi \cup \Sigma)^{*}$, then $G$ and $L(G)$ are called contextfree. If furthermore $\beta \in \Sigma \Phi^{*}$, then $G$ is called a Greibach-normalform-grammar.

A finite automaton is a quintuple $M=\left(K, \Sigma, \delta, q_{0}, F\right)$, where $K$ is a finite nonempty set of states, $\Sigma$ is the input alphabet, $\delta$ maps $K \times \Sigma$ into $K, q_{0} \in K$ is the initial state and $F \subseteq K$ is the set of final states. The language accepted by $M$ is denoted by $T(M)$.

In this paper the following model of a Turing-anachine is used: A Turingmachine is a sextuple $T=\left(K, \Sigma, \Gamma, \delta, q_{0}, F\right)$, where $K$ is the finite set of states, $\Sigma$ is the input alphabet, $\Gamma$ is the alphabet of tape symbols, containing $b$ (the blank symbol). It is assumed that $\Sigma \subseteq \Gamma-\{b\}$. $\delta$ is a partial mapping from $K \times \Gamma$ to $K \times \Gamma \times\{L, R\}, q_{0} \in K$ is the initial state, $F \subseteq K$ is the set of final states.

A configuration of $T$ is word in $\Gamma^{*} K \Gamma^{*}$. The relation $\vdash$ on the set of all configurations is defined as follows: $\alpha \vdash \beta$ iff
(i) $\alpha=u q C v, \beta=u D p v$ and $\delta(q, C)=(p, D, R)$ or
(ii) $\alpha=u E q C v, \beta=u p E D v$ and $\delta(q, C)=(p, D, L)$ or
(iii) $\alpha=u q, \beta=u D p$ and $\delta(q, b)=(p, D, R)$ or
(iv) $\alpha=u E q, \beta=u p E D$ and $\delta(q, b)=(p, D, L)$ or
(v) $\alpha=q C v, \beta=p b D v$ and $\delta(q, C)=(p, D, L)$ or
(vi) $\alpha=q, \beta=p b D$ and $\delta(q, b)=(p, D, L)$, where $u, v \in \Gamma^{*} ; q, p \in K ; C, D, E \in \Gamma$.
$\vdash^{*}$ is the reflexive and transitive closure of $\vdash$. The language accepted by $T$ is $L(T)=\left\{w \in \Sigma^{*}\right.$ : there are $u, v \in \Gamma^{*}, q \in F$, such that $\left.q_{0} w \vdash^{*} u q v\right\}$.

If $L \subseteq \Sigma^{*}$, then $\operatorname{Init}(L)=\{x$ : there is a $y$, such that $x y \in L\}$.
If $L_{1}, L_{2} \subseteq \Sigma^{*}$, then $L_{1} \backslash L_{2}=\left\{x\right.$ : there is a $y \in L_{1}$ such thai $\left.y x \in L_{2}\right\}$.
For each $L \subseteq \Sigma^{*}$ the binary relation $\tau_{L}$ on $\Sigma^{*}$ is defined by $x_{\tau} y$, iff for all $z \in \Sigma^{*}$ $x z \in L$ iff $y z \in L$.

If there is no danger of confusion a language $\{w\}$ is denoted by $w$.
All results of the theory of formal languages, which are used in this paper, can be found in [1].

## 2. The operator Anf and some of its Properties

Definition 2.1. For each language $L$ let $\operatorname{Anf}(L)=\{x$ : there are infinitely many $y$, such that $x y \in L\}$.
(Anf is an abbreviation of the German word Anfang (i.e. begin).)
As $\operatorname{Init}(L)=\{x$ : there exists a $y$ such that $x y \in L\}, \operatorname{Anf}(L) \subseteq \operatorname{Init}(L)$ always holds.
First a property of Anf is established, which is later used:

Theorem 2.2. $L$ is infinite if and only if $\operatorname{Anf}(L)$ is infinite. $L$ is finite if and only if $\operatorname{Anf}(L)=6$.

Proof. Let $L \subseteq \Sigma^{*}$ be infinite and $n \geqslant 0$ be fixed. Let $L^{\prime}=L \cap \Sigma^{n} \Sigma^{*}$. Then $L^{\prime}$ is infinite. Let $\psi: L^{\prime} \rightarrow \Sigma^{n}$ be defined by $\psi(x y)=x$ if $|x|=n$. Then $\psi$ maps an infinite set into a finite set. By the pigeon hole principle there is a $x \in \Sigma^{n}$, such that $\psi^{-1}(x)$ is infinite, that means, that there are infinitely many $y$, such that $x y \in L^{\prime}(\subseteq L)$ and therefore $x \in \operatorname{Anf}(L)$.

Therefore, for each $n \geqslant 0 \operatorname{Anf}(L) \cap \Sigma^{n} \neq \emptyset$ and hence $\operatorname{Anf}(L)$ is infinite.
Let conversely $\operatorname{Anf}(L)$ be infinite and $x \in \operatorname{Anf}(L)$. Then for infinitely many $y$ is $x y \in L$ and therefore $L$ is infinite.

As for a finite $L \operatorname{Anf}(L)=\emptyset$, the second statement of the theorem is obvious.
Many language operators $T$ are defined in the following manner: First $T(w)$ is defined for all $w \in \Sigma^{*}$, and then $T$ is extended to $\mathfrak{B}\left(\Sigma^{*}\right)$ by $T(L)=\bigcup_{w \in L} T\left(w^{\prime}\right)$. The rollowing corollary shows that Anf does not belong to this sort of operators.

Corollary 2.3. There is no word operator $T$, such that for all $L \operatorname{Anf}(L)=\bigcup_{w \in L} T(w)$.
Proof. If there would be such an operator $T$, then for all $w \operatorname{Anf}(\{w\})=T(w)=\emptyset$ would hold. If $L$ is infinite, then $\operatorname{Anf}(L)$ is infinite but $\bigcup_{w \in L} T(w)=\emptyset$, which is a contradiction.

Now sume examples are given.

Example 2.4. Let $L \subseteq a^{*}$ be infinitc. Then $\operatorname{Anf}(L)=a^{*}$. (By Theorem 2.2 for each $n \geq 0 \operatorname{Anf}(L) \cap a^{n} \neq \emptyset$.)

Example 2.5. Let $L=\left\{a^{n} b^{n}: n \geqslant 0\right\}$. Then $\operatorname{Anf}(L)=a^{*}$. (The word $a^{i}$ can be completed to a word in $L$ by concatenation with each of the infinitely many we rds $a^{n} b^{i+i+}, n \geqslant 0$. Convers $\varepsilon l y$, a word $a^{i} b^{i}$ where $0<j \leqslant i$ can be completed to a word in $L$ only by concateration with $b^{i-i}$.)

Example 2.6. Lé $L=\left\{w \in\{a, b\}^{*}: n_{a}(w)=n_{b}(w)\right\}$. Then for each $w \in\{a, b\}^{*}$ $w a^{n_{b}(w)} b^{n_{a}(w)}(a b)^{*} \subseteq L$ and therefore $\operatorname{Anf}(L)=\{a, b\}^{*}$.

Example 2.7. Let $L \subseteq \Sigma^{*}$ an arbitrary language and $c \notin \Sigma$. Then $\operatorname{Anf}\left(L c^{*}\right)=$ $\operatorname{Init}\left(L c^{*}\right.$ ). (If $x \in \operatorname{Init}\left(L c^{*}\right)$, then there is a $y$, such that $x y \in L c^{*}$. Then $x y c^{*} \subseteq L c^{*}$ and therefore $x \in \operatorname{Anf}\left(L c^{*}\right)$.)

Now some properties of Anf, concerning $\cup, \cap, \cdot,{ }^{*}$, Init are given:
Theorem 2.8. $\operatorname{Anf}\left(L_{1} \cup L_{2}\right)=\operatorname{Anf}\left(L_{1}\right) \cup \operatorname{Anf}\left(L_{2}\right)$.

Proof. Let $w \in \operatorname{Anf}\left(L_{1} \cup L_{2}\right)$. Then there are infinitely many $y$, such that $w y \in$ $L_{1} \cup L_{2}$. Then there are infinitely many $z$, such that (without loss of generality) $w z \in L_{1}$, hence $w \in \operatorname{Anf}\left(L_{1}\right) \subseteq \operatorname{Anf}\left(L_{1}\right) \cup \operatorname{Anf}\left(L_{2}\right)$.

Let conversely (without loss of generality) be $w \in \operatorname{Anf}\left(L_{1}\right)$. Then there are infinitely many $y$, such that $w y \in L_{1} \subseteq L_{1} \cup L_{2}$, hence $w \in \operatorname{Anf}\left(L_{1} \cup L_{2}\right)$.

Theorem 2.9. $\operatorname{Anf}\left(L_{1} \cap L_{2}\right) \subseteq \operatorname{Anf}\left(L_{1}\right) \cap \operatorname{Anf}\left(L_{2}\right)$.

Proof. Let $w \in \operatorname{Anf}\left(L_{1} \cap L_{2}\right)$. Then there are infinitely many $y$, such that $w y \in$ $L_{1} \cap L_{2}$. As $L_{1} \cap L_{2} \subseteq L_{i}, w \in \operatorname{Anf}\left(L_{i}\right)$ holds for $i=1,2$.

The following example shows, that equality as well as inequality can hold in Theorem 2.9.

Example 2.10. $\operatorname{Anf}\left(\left(a^{2}\right)^{*} \cap\left(a^{2}\right)^{*} a\right)=\emptyset$, but $\operatorname{Anf}\left(\left(a^{2}\right)^{*}\right) \cap \operatorname{Anf}\left(\left(a^{2}\right)^{*} a\right)=a^{*}$. If $L_{1} \Delta L_{2}\left(=\left(L_{1}-L_{2}\right) \cup\left(L_{2}-L_{1}\right)\right)$ is finite, then $\operatorname{Anf}\left(L_{1} \cap L_{2}\right)=\operatorname{Anf}\left(L_{1}\right) \cap \operatorname{Anf}\left(L_{2}\right)$.

A relation analogous to $\operatorname{Init}\left(L_{1} L_{2}\right)==\operatorname{Init}\left(L_{1}\right) \cup L_{1} \operatorname{Init}\left(L_{2}\right)\left(L_{2} \neq \emptyset\right)$ shows tiee following theorem:

Theorem 2.11. Let $L_{2} \neq \emptyset$. Then

$$
\operatorname{Anf}\left(L_{1} L_{2}\right)= \begin{cases}\operatorname{Init}\left(L_{1}\right) \cup L_{1} \operatorname{Anf}\left(L_{2}\right) & \text { if } L_{2} \text { is infinite } \\ \operatorname{Anf}\left(L_{1}\right) & \text { if } L_{2} \text { is finite } .\end{cases}
$$

Proof. First let $L_{2}$ be infinite. Let $w \in \operatorname{Anf}\left(L_{1} L_{2}\right)$. If $w \in \operatorname{Init}\left(L_{1}\right)$, then $w \in$ $\operatorname{Init}\left(L_{1}\right) \cup L_{1} \operatorname{Anf}\left(L_{2}\right)$. If $w \notin \operatorname{Init}\left(L_{1}\right)$, then there are $y_{1}, y_{2}, \ldots$, such that $w y_{i} \in L_{1} L_{2}$ $(i=1,2, \ldots)$. Hence $w y_{i}=u_{i} v_{i}, u_{i} \in L_{1}, v_{i} \in L_{2}$. As $w \notin \operatorname{Init}\left(L_{1}\right), w=u_{i} u_{i}^{\prime}, u_{i}^{\prime} \neq \varepsilon$, $i=1,2, \ldots$ By the pigeon hole principle there are a $u_{i_{0}}\left(w=u_{i_{0}} u_{i_{0}}^{\prime}, u_{i_{0}} \in L_{1}\right)$ and infinitely many indices $i_{1}, i_{2}, \ldots$ such that $u_{i_{0}} v_{i_{k}}=w y_{i_{k}}=u_{i_{0}} u_{i_{0}}^{\prime} y_{i_{k}}$. As $u_{i_{0}}^{\prime} y_{i_{k}} \in L_{2}$, $u_{i_{0}}^{\prime} \in \operatorname{Anf}\left(L_{2}\right)$ and therefore $w=i_{i_{0}} u_{i_{0}}^{\prime} \in L_{1} \operatorname{Anf}\left(L_{2}\right)$.

Let conversely be $w \in \operatorname{Init}\left(L_{1}\right) \cup L_{1} \operatorname{Anf}\left(L_{2}\right)$. If $w \in \operatorname{Init}\left(L_{1}\right)$, then there is a $z$, such that $w z \in L_{1}$ and as $z L_{2}$ is infinite and $w z L_{2} \subseteq L_{1} L_{2}, w \in \operatorname{Anf}\left(L_{1} L_{2}\right)$ holds.

If $w \in L_{1} \operatorname{Anf}\left(L_{2}\right)$, then $w=x y^{\prime}, x \in L_{1}, y \in \operatorname{Anf}\left(L_{2}\right)$. There are infinitely many $z$, such that $y z \in L_{2}$ and therefore $w z=x y z \in L_{1} L_{2}$. Hence $w \in \operatorname{Anf}\left(L_{1} L_{2}\right)$.

Now let $L_{2}=\left\{v_{1}, \ldots, v_{n}\right\}(1 \geqslant 1)$ be finite and $K=\max _{1 \leqslant i \leqslant n}\left|v_{i}\right|$. Let $w \in$ $\operatorname{Anf}\left(L_{1} L_{2}\right)$. Then there are infinitely many $y$ (without loss of generality $|y| \geqslant k$ ), such that $w y \in L_{1} L_{2}$. As $L_{2}$ is finite, there is a $v \in L_{2}$ (pigeon hole principle), such that infinitely niainy $y$ can be written as $y=z v$, where $w z \in L_{1}$. Hence, there are infinitely many $z$, such that $w z \in L_{1}$, therefore $w \in \operatorname{Anf}\left(L_{1}\right)$.

If conversely $w \in \operatorname{Anf}\left(L_{1}\right)$, then there are infinitely many $y$, such that $w y \in L_{1}$. Then $w y v \in L_{1} L_{2}$ always holds, and therefore $w \in \operatorname{Anf}\left(L_{1} L_{2}\right)$.

Theorem 2.11 does not hold for $L_{2}=\emptyset\left(\operatorname{Anf}\left(\Sigma^{*} \emptyset\right)=\operatorname{Anf}(\emptyset)=\emptyset \neq \Sigma^{*}=\operatorname{Anf}\left(\Sigma^{*}\right)\right)$.

Theorem 2.12. Let $L \neq \emptyset$ and $L \neq\{\varepsilon\}$. Then $\operatorname{Anf}\left(L^{*}\right)=\operatorname{Init}\left(L^{*}\right)$.
Proof. It is only to show that $\operatorname{Init}\left(L^{*}\right) \subseteq \operatorname{Anf}\left(L^{*}\right)$. Let $w \in \operatorname{Init}\left(L^{*}\right)$, then there is a $x$, such that $w x \in L^{*}$. Let $z \in L$ and $z \neq \varepsilon$. Then for all $i w x z^{i} \in L^{*}$ and therefore $w \in \operatorname{Anf}\left(L^{*}\right)$.

Corollary 2.13. Let $L$ be infinite. Then $\operatorname{Anf}\left(L^{*}\right) \supseteq L^{*} \operatorname{Anf}(L)$.
Proof. By Theorem 2.11 and Theorem 2.12 $\operatorname{Anf}\left(L^{*}\right)=\operatorname{Anf}\left(\varepsilon \cup L^{*} L\right)=$ $\operatorname{Anf}(\varepsilon) \cup \operatorname{Anf}\left(L^{*} L\right)=\operatorname{Init}\left(L^{*}\right) \cup L^{*} \operatorname{Anf}(L)=\operatorname{Anf}\left(L^{*}\right) \cup L^{*} \operatorname{Anf}(L)$.

A further relation between Anf and Init, as well as the idempotence law for Anf shows the following theorem:

Theorem 2.14. $\operatorname{Anf}(L)=\operatorname{Init}(\operatorname{Anf}(L))=\operatorname{Anf}(\operatorname{Init}(L))=\operatorname{Anf}(\operatorname{Anf}(L))$.
Proof. (i) As $L^{\prime} \subseteq \operatorname{Init}\left(L^{\prime}\right)$ for arbitrary $L^{\prime}, \operatorname{Anf}(\bar{L}) \subseteq \operatorname{Init}(\operatorname{Anf}(L))$ holds.
(ii) Let $w \in \operatorname{Init}(\mathcal{A n f}(L))$, then there is a $x$, such that $w x \in A_{i n f}(L)$. Then there are infinitely many $y$, such that $w x y \in L(\subseteq \operatorname{Init}(L))$, therefore $w \in \operatorname{Anf}(\operatorname{Init}(L))$. Hence $\operatorname{Init}(\operatorname{Anf}(L)) \subseteq \operatorname{Anf}(\operatorname{Init}(L))$ holds.
(iii) Let $w \in \operatorname{Anf}(\operatorname{Init}(L))$ Then there are infinitely many $y$, such that $w y \in$ Init $(L)$. Therefore there are infinitely many pairs $y, z$, such that $w y z \in L$. Hence $w \in \operatorname{Anf}(L)$. Let $M=\{y: w y \in L\}$. Then $M$ and also $\operatorname{Anf}(M)$ are infinite (Theorem 2.2). For each $y \in \operatorname{Anf}(M)$ there are infinitely many $z$, such that $y z \in M$ and therefore $w y z \in L$. Hence $w y \in \operatorname{Anf}(L)$ for infinitely many $y$ and so $u \cdot \in$ $\operatorname{Anf}(\operatorname{Anf}(L))$. Hence $\operatorname{Anf}(\operatorname{Init}(L)) \subseteq \operatorname{Anf}(\operatorname{Anf}(L))$ holds.
(iv) Let $w \in \operatorname{Anf}(\operatorname{Anf}(L))$. Then there are infinitely many pairs $y, z$, such that $w y z \in L$ and therefore is $w \in \operatorname{Anf}(L)$. Hence $\operatorname{Anf}(\operatorname{Anf}(L)) \subseteq \operatorname{Anf}(L)$, which completes the proof.

Finally those languages are characterized, which can occur as images under Anf.
Theorem 2.15. For given $L$ there exists a $L^{\prime}$ such that $L=\operatorname{Anf}\left(L^{\prime}\right)$ if and only if (i) and (ii) hold:
(i) $\operatorname{Init}(L) \subseteq L$,
(ii) For each $w \in L$ there is $a x \neq \varepsilon$, such that $w x \in L$.

Proof. First $L$ is assumed to have properties (i) and (ii), and $L=\operatorname{Anf}(L)$ is shown:
Let $w \in L$, then, by (ii), there is a $x_{1} \neq \varepsilon$, such that $w x_{1} \in L$, then again by (ii), there is a $x_{2} \neq \varepsilon$, such tha: $w x_{1} x_{2} \in L$ and so on. Therefore $\left\{w x_{1}, w x_{1} x_{2}, w x_{1} x_{2} x_{3}, \ldots\right\} \subseteq L$ and so $w \in \operatorname{Anf}(L)$.

Let conversely be $w \in \operatorname{Anf}(L)$. Then there are infinitely many $y$, such that $w y \in L$. Then $w \in \operatorname{Init}(L)$ and by (i), $w \in L$.

Now, $L=\operatorname{Anf}\left(L^{\prime}\right)$ is assumed. As $\operatorname{Init}(L)=\operatorname{Init}\left(\operatorname{Anf}\left(L^{\prime}\right)\right)=\operatorname{Anf}\left(L^{\prime}\right)=L$, (i) holds for $L$.

Let $w \in I$. As $L=\operatorname{Anf}\left(L^{\prime}\right)=\operatorname{Anf}\left(\operatorname{Anf}\left(L^{\prime}\right)\right)$, there are infinitely many $y$, such that $w y \in \operatorname{Anf}\left(L^{\prime}\right)$. Therefore there is at least one $y \neq \varepsilon$, such that $w y \in \operatorname{Anf}\left(L^{\prime}\right)=L$ and so (ii) holds.

## 3. Families of languages and Anf

First, it will be shown, that the family of the regular languages and the family of the contextfree languages are closed under Anf; next, that the family of the contextsensitive languages and the family of the recursively enumerable languages are not closed under Anf.

Theorem 3.1. If $L$ is regular, en $\operatorname{Anf}(L)$ is regular.

Proof. Let $M=\left(K, \Sigma, \delta, a_{0}, F\right)$ be a finite automaton, such that $T(M)=L$. Let $M_{1}=\left(K, \Sigma, \delta, q_{0}, F_{1}\right)$ where $F_{1}=\left\{q \in K\right.$ : there are infinitely many $x \in \Sigma^{*}$, such that $\delta(q, x) \in F\}$.

Then $w \in T\left(M_{1}\right)$ holds if and only if $\delta\left(q_{0}, w\right) \in F_{1}$. This is equivalent with the fact, that there are infinitely many $x$, such that $\delta\left(\delta\left(q_{0}, w\right), x\right) \in F$, i.e. $w x \in T(M)=L$, and that means $w \in \operatorname{Anf}(L)$.

From this it follows, that $T\left(M_{1}\right)=\operatorname{Anf}(L)$, and therefore $\operatorname{Anf}(L)$ is regular.

As the question, whether a given finite automaton accepts infinitely many words, is decidable, tor each $M$ a finite automaton $M_{1}$, such that $T\left(M_{1}\right)=\operatorname{Anf}(T(M))$, can be effectively constructed.

Corollary 3.2. Let $L \subseteq \Sigma^{*}$ be a regular language and $M$ a finite automaton, which accepis $L$.

Then $\operatorname{Anf}(L)=\Sigma^{*}$ holds if and only if $M$ contains no trap. (A trap is a state $q$, such that there is no $x \in \Sigma^{*}$, for which $\delta(q . x) \in F$.)

Proof. For $M$ let be $M_{1}$ constructed as in the proof of Theorem 3.1.
If there would be a trap $q$ inı $M$, then for all $x \delta(q, x) \notin F$ would hold, and therefore $q \notin F_{1}$. Let $w$ be a word such that $\delta\left(q_{0}, w\right)=q$. Then $w \notin T\left(M_{1}\right)=\operatorname{Anf}(L)$ and hence $\operatorname{Anf}(L) \neq \Sigma^{*}$ holds.
Conversely it is assumed, that $\operatorname{Anf}(L) \neq \Sigma^{*}$. Then there exists a word $w$, such that $w \notin \operatorname{Arif}(L)$, i.e. $\delta\left(q_{0}, w\right) \notin F_{1}$. Therefore there are only finitely many $x$, such that
$\delta\left(\delta\left(q_{0}, w\right), x\right) \in F$. Let $y$ be a word which is longer than the longest of these words $x$. Then $\delta\left(\delta\left(q_{0}, w y\right), z\right) \notin F$ for all $z$ and therefore $\delta\left(q_{0}, w y\right)$ is a trap.

Theorem 3.3. If $L$ is contextfree, then $\operatorname{Anf}(L)$ is contextfree.

Proof. Let be $G=(\Phi, \Sigma, P, S)$ a contextfree grammar in Greibach-normalform, such that $L(G)=L$.

Let $L^{\prime}=\left\{\alpha \in(\Phi \cup \Sigma)^{*}: S \stackrel{*}{\Rightarrow} \alpha\right\}$. Then $L^{\prime}$ is contextfree. Furthermore let be $\Phi^{\prime}=$ $\{A \in \Phi:$ there exist infinitely many words $x$, such that $A \underset{L}{*} x\}$.

Then $w \in \operatorname{Anf}(L)$ holds if and only if there is a word $w \beta^{L}$ in $L^{\prime}$, such that there is a nonterminal in $\beta$, which is also in $\Phi^{\prime}$.

Therefore the set $L^{\prime} \cap \Sigma^{*} \Phi^{*} \Phi^{\prime} \Phi^{*}$ contains a word of the form $w \beta$ if and only if $w \in \operatorname{Anf}(L)$ holds.

Now the homomorphism $h:(\Phi \cup \Sigma)^{*} \rightarrow \Sigma^{*}$ is defined by $h(a)=a, a \in \Sigma$ and $h(A)=\varepsilon, A \in \Phi$, then $h\left(L^{\prime} \cap \Sigma^{*} \Phi^{*} \Phi^{\prime} \Phi^{*}\right)=\operatorname{Anf}(L)$ and thus $\operatorname{Anf}(L)$ is contextfree.

As the question, whether a given contextfree grammar generates an infinite language is decidable, for each contextfree grammar $G$ a contextfree grammar $G_{1}$, for which $L\left(G_{1}\right)=\operatorname{Anf}(\bar{L}(G))$ can be effectively constructed.

If $L \subseteq \Sigma^{*}$ is contextfree but not regular and $c \notin \Sigma$, then $L c^{*}$ is also contextfree, and from Example 2.7 it follows that $\operatorname{Anf}\left(L c^{*}\right) \cap \Sigma^{*} c=L c$. This language is contextfree but not regular. Therefore $\operatorname{Anf}(L)$ is for given contextfree $L$ not necessarily regular.

## Theorem 3.4. The family of contextsensitive languages is not closed under Anf.

Proof. Let $T=\left(K, \Sigma, \Gamma, \delta, q_{0}, F\right)$ be a Turing-machine, which accepts a language $L$, such that $\Sigma^{*}-L$ is not contextsensitive (such a language does exist). Without loss of generality it can be assumed that $\delta(q, a)$ is not defined iff $q \in F$ ( $T$ halts on a word $w$, iff $w \in L$ ).

Let $L_{1}=\left\{\$ \alpha_{1} \$ \cdots \$ \alpha_{n} \$ \$: n \geqslant i\right.$ and there is a $w \in \Sigma^{*}$, such that $\alpha_{1}=q_{0} w$, $\left.\alpha_{i} \vdash \alpha_{i+1}(1 \leqslant i \leqslant n-1)\right\}(\$ \in \Gamma)$.

Then $\$ q_{0} w \$ \in \operatorname{Anf}\left(L_{1}\right)$ iff $w \notin L$.
Therefore $\operatorname{Anf}\left(L_{1}\right) \cap \$ q_{0} \Sigma^{*} \$=\$ q_{0}\left(\Sigma^{*}-L\right) \$$ and $\operatorname{Anf}\left(L_{1}\right)$ is not contextsensitive.
It remains to show that $L_{1}$ is contextsensitive:
Let $G=\left(\left\{S, S_{1}, T, T^{\prime}, U\right\} \cup\left\{T_{X}: X \in \Gamma \cup K\right\} \cup\left\{X^{\prime}: X \in \Gamma \cup K\right\}, \Gamma \cup K \cup\{\$\}, P\right.$, $S$ ), where $P$ contains the following rules (for all $a \in \Sigma ; X, Y \in \Gamma \cup K ; p, q \in K ; C, D$, $E \in \Gamma$ ):
(1) $S \rightarrow \$ q_{0} S_{1}, S_{1} \rightarrow a S_{1}, S_{1} \rightarrow U \$$;
(2) $U \$ \rightarrow \$, U \$ \rightarrow T \$ \$$;
(3) $X^{\prime} T \rightarrow T X^{\prime}, X T \rightarrow X^{\prime} T_{X}, \$ T \rightarrow \$ T^{\prime}, T_{X} Y \rightarrow Y T_{X}, T_{X} \$ \rightarrow T \$ X, T^{\prime} X^{\prime} \rightarrow X T^{\prime}$, $T^{\prime} \$ \rightarrow \$ U$;
(4) $U C \rightarrow C U$;
(5) $U q C \rightarrow D p U$ if $\delta(q, C)=(p, D, R), U q \$ \rightarrow D p U \$$ if $\delta(q, b)=(p, D, R)$, $E U q C \rightarrow p E D U$ if $\delta(q, C)=(p, D, L), E U q \$ \rightarrow p E D U \$$ if $\delta(q, b)=(p, D, L)$, $\$ U_{q} C \rightarrow \$ p b D U$ if $\delta(q, C)=(p, D, L), \$ U q \$ \rightarrow \$ p b D U \$$ if $\delta(q, b)=(p, D, L)$.
Then $G$ is contextsensitive and generates $L_{1}$ as follows:
(i) By rules (1) all derivations $S \stackrel{*}{\Rightarrow} \$ q_{0} w U \$, w \in \Sigma^{*}$ are possible. Applying $U \$ \rightarrow \$ \$$ to $\$ q_{0} w U \$, \$ q_{0} w \$ \$=\$ \alpha_{1} \$ \$ \in L_{1}$ can be derived.
(ii) Suppose there is a derivation $S \stackrel{*}{\Rightarrow} \$ \alpha_{1} \$ \cdots \$ \alpha_{n} U \$$. Then there are two possibilities:
(a) $U \$ \rightarrow \$ \$$ leads to $\$ \alpha_{1} \$ \cdots \$ \alpha_{n} \$ \$ \in L_{1}$.
(b) $U \$ \rightarrow T \$ \$$ leads to $\$ \alpha_{1} \$ \cdots \$ \alpha_{n} T \$ \$$ from which, using rules (3) $\$ \alpha_{1} \$ \cdots \$ \alpha_{n} \$ U \alpha_{n} \$$ is obtained
If $\alpha_{n}=u q v$ and $q \notin F$, then there is a unique configuration $\alpha_{n+1}$ such that $\alpha_{n} \vdash \alpha_{n+1}$ and rules (4), (5) Éuarantee that $U \alpha_{n} \stackrel{*}{\Rightarrow} \alpha_{n+1} U$. Hence $\$ \alpha_{1} \$ \cdots \$ \alpha_{n} \$ \alpha_{n+1} U \$$ is obtained.
If $\alpha_{n}=u q v$ and $q \in F$ then $\partial(q, C)$ is not defined and no word consisting only of terminals can be obtained.

Corollary 3.5. The family of recursively enumerable languages is not closed under Anf.

Proof. Choosing $T$ as in Theorem 3.4, but so that $\Sigma^{*}-L$ is not recursively enumerable (such a language exists), the statement is obtained.

There are also contextsensitive (recursively enumerable) languages, such that $\operatorname{Anf}(L)$ is contextsensitive but not contextfree (recursively enumerable but not contextsensitive). (For this see Example 2.7.)

In Theorem 2.15 a criterion, when a language can be an image under Anf, is given. Yet this condition need not hold for arbitrary languages. Therefore the inclusion $\mathfrak{Z} \subseteq \operatorname{Anf}(\mathfrak{Z})$ cannot be expected for an arbitrary family of languages. But a result in this direction is:

Theorem 3.6. For all families of languages $\mathfrak{E} \mathfrak{B} \subseteq \mathfrak{F}(\operatorname{Anf}(\mathfrak{f}(\mathfrak{P})))$ holds, where for given $\mathbb{Z}^{\prime \prime} \mathfrak{E}\left(\mathbb{L}^{\prime}\right)$ is the smalles family of languages containing $\mathbb{Z}^{\mathbb{Z}^{\prime}}$ and being closed under homomorphism, concatenation with regular sets and intersection with regular sets.

Proof. Let $L \in \mathbb{Z}, L \subseteq \Sigma^{*}, c \notin \Sigma$. Then $L c^{*} \in \mathscr{F}(\mathbb{Z}), \operatorname{Anf}\left(L c^{*}\right) \cap \Sigma^{*} c=L c$ (see for this Example 2.7), and therefore $L \in \mathscr{F}(\operatorname{Anf}(\mathfrak{F}(\mathfrak{P})))$. $(L=h(L c)$, where the homomorphism $h$ is defined by $h(a)=a, a \in \Sigma, h(c)=\varepsilon)$.

## 4. A generalization of Anf

Throughout the rest of this paper $\Sigma$ denotes a fixed alphabet.
If $\mathfrak{U}$ denotes the set of all infinite languages, $\operatorname{Anf}(L)$ can be redefined as follows: $\operatorname{Anf}(L)=\{x: x \backslash L \in \mathfrak{U}\}$.

This representation causes the following generalization of Anf:
Definition 4.1. For each set $\mathfrak{R}$ of languages over $\Sigma$ the operator $\operatorname{Anf}_{\mathfrak{R}}: \mathfrak{P}\left(\Sigma^{*}\right) \rightarrow$ $\mathfrak{P}\left(\Sigma^{*}\right)$ is defined as follows:

$$
\operatorname{Anf}_{\mathscr{Y}}(L)=\left\{x \in \Sigma^{*}: x \backslash L \in \mathfrak{Z}\right\}
$$

Remark. In language theory a family $\mathfrak{Q}$ of languages is never empty. In this paper it is convenient to allow $\mathbb{L}$ to be empty. Therefore in Definition 4.1 "set" is used instead of "family".

As mentioned above, Anf $\mathfrak{l}_{\mathfrak{a}}=$ Anf holds.
It is possible to represent some other language operators as Anf $_{\mathfrak{z}}$; this is shown in the following theorems.

Lemma 4.2. $\operatorname{Anf}_{\mathfrak{g}}(L)=\left[\operatorname{Anf}_{\mathfrak{L}^{c}}(L)\right]^{c} .\left(L^{C}\left(\mathfrak{L}^{\mathrm{C}}\right)\right.$ means complementation with respect to $\left.\Sigma^{*}\left(\mathfrak{F}\left(\Sigma^{*}\right)\right).\right)$

Proof. $w \in \operatorname{Anf}_{y}(L)$ holds iff $w \backslash L E \mathbb{L}$, i.e. $w \backslash L \notin \mathbb{Q}^{C}$. This is equivalent to $w \notin \operatorname{Anf}_{\mathfrak{z}^{c}}(L)$.

Theorem 4.3. There are $\mathbb{L}_{1}, \mathbb{L}_{2}$, sucin that for all $L \operatorname{Anf}_{\mathfrak{l}_{1}}(L)=\emptyset$ and $\operatorname{Anf}_{\mathfrak{l}_{2}}(L)=L$.
Proof. Let $\mathbb{R}_{1}=\emptyset$. Then there is no $w$ such that $w \backslash L \in \emptyset$. Let $\mathbb{R}_{2}=\left\{L \subseteq \Sigma^{*}: \varepsilon \in L\right\}$. Then $w \backslash L \in \mathbb{R}_{2}$ is equivalent to $w \in L$, and thus $\operatorname{Anf}_{\mathscr{L}_{2}}(L)=\left\{w: w \backslash L \in \mathbb{Z}_{2}\right\}=$ $\{w: w \in L\}=L$.

Corollary 4.4. There are $\mathbb{Q}_{3}, \mathbb{Q}_{4}$, such that for all $L \operatorname{Anf}_{\mathfrak{y}_{3}}(L)=\Sigma^{*}$ and $\operatorname{Anf} \mathfrak{y}_{4}(L)=$ $L^{c}$.

Proof. Let $\mathbb{Q}_{3}=\mathbb{Q}_{1}^{c}$ and $\mathbb{Q}_{4}=\mathscr{Q}_{2}^{c}\left(\mathfrak{Q}_{1}, \mathscr{Q}_{2}\right.$ from Theorem 4.3). Then the statement follows from Lemma 4.2.

The following theorem shows that $L \mapsto \emptyset$ and $L \mapsto \Sigma^{*}$ are the only constant mappings that can be represented as $\mathrm{Anf}_{\mathfrak{z}}$.

Theorem 4.5. Let $A$ be a language, such that $0 \subsetneq A \subsetneq \Sigma^{*}$. Then there is no $\mathfrak{R}$ such that $\operatorname{Anf}_{x}(L)=A$ for all $L$.

Proof. It is assumed that the contrary holds. As $\emptyset \varsigma A \subsetneq \Sigma^{*}$, there are $x, y$, such that $x \in A$ and $y \notin A$. Let $L$ be an arbitrary language. As $x \in A=\operatorname{Anf}_{y^{\prime}}(L)$, it foliows that $x \backslash L \in \mathbb{Q}$. Then $y \backslash(y(x \backslash L))=(x \backslash L) \in \mathbb{Q}$ and therefore $y \in \operatorname{Anf}_{g}(y(x \backslash L))=A$, which is a contradiction.

It is also possible to represent Init as Anfe.

Theorem 4.6. $\operatorname{Anf}_{\mathbb{B}\left(\Sigma^{*}\right)-\{\emptyset\}}(L)=\operatorname{Init}(L)$.
Proof. $x \in \operatorname{Init}(L)$ holds iff $x \backslash L \neq \emptyset$. This is equivalent to $x \backslash L \in \mathscr{P}\left(\Sigma^{*}\right)-\{\emptyset\}$ and this to $x \in \operatorname{Anf}_{\mathfrak{Y}\left(\Sigma^{*}\right)-\{\{ \}}(L)$.

The following theorem shows that beside of the the language operators above, there is a non countable set of operators of the form Anfy.

Theorem 4.7. If $\mathfrak{Q}_{1} \neq \mathfrak{Q}_{2}$, then there is $a L$, such that $\operatorname{Anf}_{\mathfrak{l}_{1}}(L) \neq \operatorname{Anf}_{\mathscr{X}_{2}}(L)$.

Proof. Let $\mathbb{Q}_{1} \neq \mathbb{Q}_{2}$ and without loss of generality it is assumed that there is a $L$ such that $L \in \mathfrak{Q}_{1}$ and $L \notin \mathbb{R}_{2}$. Then $\varepsilon \in \operatorname{Anf}_{\mathfrak{y}_{1}}(L)$ but $\varepsilon \notin \operatorname{Anf}_{\mathfrak{y}_{2}}(L)$. (This holds as $\varepsilon \backslash L=$ $L \in \mathfrak{R}_{1}$ and $\left.\varepsilon \backslash L=L \notin \mathfrak{R}_{2}.\right)$

The relations $\operatorname{Anf}\left(L_{1} \cup L_{2}\right)=\operatorname{Anf}\left(L_{1}\right) \cup \operatorname{Anf}\left(L_{2}\right)$ and $\operatorname{Anf}\left(L_{1} \cap L_{2}\right) \subseteq$ $\operatorname{Anf}\left(L_{1}\right) \cap \operatorname{Anf}\left(L_{2}\right)$ which are valid for Anf cannot be generalized to Anfy for arbitrary sets $\mathfrak{Q}$. Yet it is possible to characterize those sets $\mathfrak{Q}$, for which these relations are valid.

Lemma 4.8. For all $L_{1}, L_{2} A f_{x}\left(L_{1} \cup L_{2}\right) \supseteq \operatorname{Anf}_{y}\left(L_{1}\right) \cup \operatorname{Anf}_{v}\left(L_{2}\right)$ holds iff $\mathbb{Q}$ has the following property:

If $A \in \mathbb{Z}$ and $A \subseteq B$, then $B \in \mathbb{Z}$.

Proof. It is assumed that $\mathfrak{L} h_{i} s$ the given property. Let $x \in \operatorname{Anf}_{\mathbb{L}^{\prime}}\left(L_{1}\right)\left(\operatorname{Anf}_{y^{2}}\left(L_{2}\right)\right)$, i.e. $x \backslash L_{1} \in \mathbb{Z}\left(x \backslash L_{2} \in \mathfrak{Q}\right)$. Then also $x \backslash L_{1} \cup x \backslash L_{2}=x \backslash\left(L_{1} \cup L_{2}\right) \in \mathbb{Z}$ and therefore $x \in \operatorname{Anf}_{\mathfrak{z}^{\prime}}\left(L_{1} \cup L_{2}\right)$. Hence $\left.\operatorname{Anf}_{\mathfrak{z}^{\prime}} L_{1}\right) \cup \operatorname{Anf}_{\mathfrak{y}^{\prime}}\left(L_{2}\right) \subseteq \operatorname{Anf}_{\mathfrak{y}^{\prime}}\left(L_{1} \cup L_{2}\right)$.

To show the converse let $A(=\varepsilon \backslash A) \in \mathbb{Z}, A \subseteq B$. Then $\varepsilon \in \operatorname{Anf}_{y}(A) \subseteq$ $\operatorname{Anf}_{\mathfrak{y}}(A) \cup \operatorname{Anf}_{y}(B) \subseteq \operatorname{Anf}_{\mathfrak{y}}(A \cup B)=\operatorname{Anf}_{y}(B)$ and thus $\varepsilon \backslash B=B \in \mathbb{L}$.

Lemma 4.9. For all $\left.L_{1}, L_{2} \operatorname{Anf}_{x^{*}, L_{1}} \cap L_{2}\right) \subseteq \operatorname{Anf}_{\mathscr{L}}\left(L_{1}\right) \cap \operatorname{Anf}_{v}\left(L_{2}\right)$ holds iff $\mathbb{Q}$ has the following property:

If $A \in \mathbb{Z}$ and $A \subseteq B$, then $B \in \mathbb{Z}$.

Proof. It is assumed that $\mathbb{Z}$ has the given property: If $x \in \operatorname{Anf}_{\mathbb{y}}\left(L_{1} \cap L_{2}\right)$, then $x \backslash\left(L_{1} \cap L_{2}\right)=\left(x \backslash L_{1}\right) \cap\left(x \backslash \mathcal{L}_{2}\right) \in \mathcal{L}$. Therefore all sets containing $\left(x \backslash L_{1}\right) \cap\left(x \backslash L_{2}\right)$ as a
subset are in $\mathbb{Q}$. Especially $x \backslash L_{1} \in \mathbb{Z}$ and $x \backslash \mathscr{L}_{2} \in \mathbb{Z}$ hclds. and thus $x \in \operatorname{Anf}_{z}\left(L_{1}\right) \cap$ $\operatorname{Anf}_{\mathrm{y}}\left(L_{2}\right)$.
Conversely it is assumed that $\operatorname{Anf}_{y}\left(L_{1} \cap L_{2}\right) \subseteq \operatorname{Anf}_{y}\left(L_{1}\right) \cap \operatorname{Anf}_{2}\left(L_{2}\right)$ is always valid. Let $A \in \mathbb{Z}$ and $A \subseteq B$. Then $\varepsilon \in \operatorname{Anf}_{y}(A)=\operatorname{Anf}_{y}(A \cap B) \subseteq \operatorname{Anf}_{8}(A) \cap \operatorname{Anf}_{k}(B) \subseteq$ $\operatorname{Anf}_{y}(B)$ and thus $B \in \mathbb{Z}$.

Corollary 4.10. The following two properties are equivalent:
(i) for all $L_{1}, L_{2} \quad \operatorname{Anf}_{y}\left(L_{1} \cup L_{2}\right) \supseteq \operatorname{Anf}_{y}\left(L_{1}\right) \cup \operatorname{Anf}_{y}\left(L_{2}\right)$,
(ii) for all $L_{1}, L_{2} \quad \operatorname{Anf}_{y_{1}}\left(L_{1} \cap L_{2}\right) \subseteq \operatorname{Anf}_{y}\left(L_{1}\right) \cap \operatorname{Anf}_{8}\left(L_{2}\right)$.

Proof. The condition for $\mathbb{Z}$ in I.emma 4.8 is the same as the second condition in Lemma 4.9.

Lemma 4.11. For all $L_{1}, L_{2} \operatorname{Anf}_{y}\left(L_{1} \cup L_{2}\right) \subseteq \operatorname{Anf}_{y}\left(L_{1}\right) \cup \operatorname{Anf}_{2}\left(L_{2}\right)$ holds iff $\mathbb{R}$ has the following property:
If $A \cup B \in \mathfrak{Z}$ then $A \in \mathbb{Z}$ or $B \in \mathfrak{Z}$.
Proof. It is assumed that $\mathbb{Z}$ has the given property. $x \in \operatorname{Anf}_{2}\left(L_{1} \cup L_{2}\right)$ iff $x \backslash L_{1} \cup$ $x \backslash L_{2} \in \mathbb{Z}$. Then $x \backslash L_{1} \in \mathbb{Z}$ or $x \backslash L_{2} \in \mathbb{Z}$ and therefore $x \in \operatorname{Anf}_{y}\left(L_{1}\right) \cup \operatorname{Anf}_{y}\left(L_{2}\right)$.

To show the converse let $A \cup B \in \mathfrak{Z}$. Then $\varepsilon \in \operatorname{Anf}_{\mathbb{z}}(\mathrm{A} \cup B) \subseteq \operatorname{Anf}_{2}(A) \cup$ $\operatorname{Anf}_{y}(B)$. Therefore $A \in \mathfrak{Z}$ or $B \in \mathfrak{Z}$ must hold.

Lemma 4.12. For all $L_{1}, L_{2} \quad \operatorname{Anf}_{\mathbf{y}}\left(L_{1} \cap L_{2}\right) \supseteq \operatorname{Anf}_{\mathfrak{y}}\left(L_{1}\right) \cap \operatorname{Anf}_{\mathfrak{y}}\left(L_{2}\right)$ holds iff $\mathfrak{R}$ has the following property:
If $A \in \mathfrak{Z}$ and $B \in \mathfrak{Z}$, then $A \cap B \in \mathbb{R}$.
Proof. First, it is assumed, that iz has the given property. If $x \in$ $\operatorname{Anf}_{y}\left(L_{1}\right) \cap \operatorname{Anf}_{y}\left(L_{2}\right)$, then $x \backslash L_{1} \in \mathbb{Z}$ and $x \backslash L_{2} \in \mathfrak{Z}$, therefore $\left(x \backslash L_{1}\right) \cap\left(x \backslash L_{2}\right)=$ $x \backslash\left(L_{1} \cap L_{2}\right) \in \mathbb{Z}$ and tius $x \in \operatorname{Anf}_{y}\left(L_{1} \cap L_{2}\right)$.
Conversely, $\operatorname{Anf}_{y}\left(L_{1} \cap L_{2}\right) \supseteq \operatorname{Anf}_{y}\left(L_{1}\right) \cap \operatorname{Anf}_{y}\left(L_{2}\right)$ is assumed to hold. Let $A \in \mathbb{Z}$ and $B \in \mathbb{R}$. Then $\varepsilon \in \operatorname{Anf}_{y}(A) \cap \operatorname{Anf}_{y}(B) \subseteq \operatorname{Anf}_{y}(A \cap B)$, and thus $A \cap B \in \mathbb{R}$.

Theorem 4.13. For all $L_{1}, L_{2} \quad \operatorname{Anf}_{y}\left(L_{1} \cup L_{2}\right)=\operatorname{Anf}_{2}\left(L_{1}\right) \cup \operatorname{Anf}_{y_{2}}\left(L_{2}\right)$ holds iff $\mathfrak{Z}$ has the following two properties:
(i) If $A \cup B \in \mathbb{Z}$, then $A \in \mathbb{Z}$ or $B \in \mathbb{Z}$
(ii) If $A \in \mathbb{Z}$ and $A \subseteq B$, then $B \in \mathbb{Z}$.

Proof. Lemmata 4.8 and 4.11.
Theorem 4.14. For all $L_{1}, L_{2} \quad \operatorname{Anf}_{\mathfrak{y}}\left(L_{1} \cap L_{2}\right)=\operatorname{Anf}_{\mathfrak{y}}\left(L_{1}\right) \cap \operatorname{Anf}_{\mathfrak{g}}\left(L_{2}\right)$ holds iff $\mathfrak{Z}$ has the following two properties:
(i) If $A \in \mathbb{Z}$ and $B \in \mathfrak{Z}$, then $A \cap B \in \mathbb{Z}$
(ii) If $A \in \mathbb{Z}$ and $A \subseteq B$, then $B \in \mathbb{Z}$.

## Proof. Lemmata 4.9 and 4.12.

For arbitrary $\mathbb{L}$ Anf $_{\mathfrak{y}}$ need not be idempotent. However, the following theorem holds:

Theorem 4.15. $\operatorname{Anf}_{\mathbb{1}}\left(\operatorname{Anf}_{\mathfrak{y}}(L)\right)=\operatorname{Anf}_{\mathfrak{z}}(L)$ holds for all $L$ iff $\mathfrak{Q}$ has the following property:

$$
A \in \mathbb{R} \text { iff } \operatorname{Anf}_{\mathfrak{L}}(A) \in \mathbb{R}
$$

Proof. First it will be shourn, that for arbitrary $\mathbb{R}, x, L \quad \operatorname{Anf}_{\mathfrak{g}}(x \backslash L)=x \backslash \operatorname{Anf}_{8}(L)$ holds.

Let $w \in \operatorname{Anf}_{\mathfrak{g}}(x \backslash L)$. This is equivalent to $w \backslash(x \backslash L)=(x w) \backslash L \in \mathbb{Z}$ and this yields $x w \in \operatorname{Anf}_{\mathscr{L}}(L)$. But this is equivalent to $w \in x \backslash \operatorname{Anf}_{\mathbb{L}}(L)$.
$\mathbb{Q}$ is assumed to have the given property. $x \in \operatorname{Anf}_{y^{2}}\left(\operatorname{Anf}_{y^{\prime}}(L)\right)$ means $x \backslash \operatorname{Anf}_{y^{2}}(L) \in$ $\mathfrak{Z}$, which is equivalent to $\operatorname{Anf}_{\mathfrak{z}}(x \backslash L) \in \mathfrak{L}$ as shown above. Therefore $x \backslash L \in \mathbb{Q}$, i.e. $x \in \operatorname{Anf}_{y^{\prime}}(L)$.

Conversely it is assumed that $\operatorname{Anf}_{y}\left(\operatorname{Anf}_{y}(L)\right)=\operatorname{Anf}_{\mathbb{L}}(L)$ is always true. $A \in \mathbb{Z}$ holds iff $\varepsilon \in \operatorname{Anf}_{v}(A)=\operatorname{Anf}_{\varepsilon}\left(\operatorname{Anf}_{\varepsilon}(A)\right.$ ). This is equivalent to $\operatorname{Anf}_{v}(A) \in \mathbb{Z}$.

The idempotency law for Anf (of Chapter 2) therefore follows dircciity from Theorem 2.2.

The following theorem can be regarded as a generalization of Theorem 2.11.
Theorem 4.16. $\mathbb{Q}$ is assumed to have the following properties:
(i) $\emptyset \in \mathbb{Z}$,
(ii) If $A \in \mathbb{Z}$ and $B \neq \emptyset$, then $A B \in \mathbb{Z}$ and $B A \in \mathbb{Z}$,
(iii) If $A B \in \mathbb{Q}$ and $B \notin \mathbb{Z}$, then $A \in \mathbb{Z}$,
(iv) If $A \cup B \in \mathbb{Z}$, then $A \in \mathbb{Q}$ or $B \in \mathbb{R}$,
(v) If $A \in \mathbb{Q}$ and $A \subseteq B$, then $B \in \mathbb{Q}$.

Then for all $L_{1}, L_{2}, L_{2} \neq \emptyset$

$$
\operatorname{Anf}_{\mathfrak{k}}\left(L_{1} L_{2}\right)= \begin{cases}\operatorname{lnit}\left(L_{1}\right) \cup L_{1} \operatorname{Anf}_{\mathfrak{k}}\left(L_{2}\right) & \text { if } L_{2} \in \mathbb{Z}, \\ \operatorname{Anf}_{\mathbb{V}}\left(L_{1}\right) & \text { if } L_{2} \notin \mathbb{Q} .\end{cases}
$$

Proof. The cases $L_{2} \in \mathscr{L}$ and $L_{2} \notin \mathbb{L}$ are distinguished.
(a) $L_{2} \in \mathcal{Z}$. Let $w \in \operatorname{Anf}_{y}\left(L_{1} L_{2}\right)$. Then

$$
w \backslash\left(L_{1} L_{2}\right)=\left(w \backslash L_{1}\right) L_{2} \cup \bigcup_{\substack{w=u v \\ u \in L_{1}}}\left(v \backslash L_{2}\right) \in \mathbb{R}
$$

If $w \in \operatorname{Init}\left(L_{1}\right)$, then $w \in \operatorname{Init}\left(L_{1}\right) \cup L_{1} \operatorname{Anf}_{\underline{q}}\left(L_{2}\right)$. If $w \notin \operatorname{Init}\left(L_{1}\right)$, then $w \backslash L_{1}=\emptyset$. By (i) $\bigcup_{w=u v ; u \in L_{1}}\left(v \backslash L_{2}\right) \neq \emptyset$ and, by (iv), there is a $v$, such that $w=u v, u \in L_{1}, v \backslash L_{2} \in \mathbb{R}$. Therefore $v \in \operatorname{Anf}_{3}\left(L_{2}\right)$ and $w=u v \in L_{1} \operatorname{Anf}_{\mathcal{L}}\left(L_{2}\right)$.

Hence $\operatorname{Anf}_{y}\left(L_{1} L_{2}\right) \subseteq \operatorname{Init}\left(L_{1}\right) \cup L_{1} \operatorname{Anf}_{2}\left(L_{2}\right)$.
Conversely, let $w \in \operatorname{Init}\left(L_{1}\right) \cup L_{1} \operatorname{Anf}_{\mathfrak{k}}\left(L_{2}\right)$.
If $w \in \operatorname{Init}\left(L_{1}\right)$, then $w \backslash L_{1} \neq \emptyset$ and, as $L_{2} \in \mathbb{Q}$ and (ii) holds, $\left(w \backslash L_{1}\right) L_{2} \in \mathbb{R}$. As $\left(w \backslash L_{1}\right) L_{2} \subseteq w \backslash\left(L_{1} L_{2}\right)$, by $(v), w \backslash\left(L_{1} L_{2}\right) \in \mathbb{Q}$ and therefore $w \in \operatorname{Anf}_{\mathrm{e}}\left(L_{1} L_{2}\right)$.

If $w \in L_{1} \operatorname{Anf}_{v}\left(L_{2}\right)$, then $w=u v, u \in L_{1}, v \in \operatorname{Anf}_{y_{2}}\left(L_{2}\right)$, therefore $v \backslash L_{2} \in \mathbb{Z}$. As $v \backslash L_{2} \subseteq(u v) \backslash\left(L_{1} L_{2}\right)$, by $(v)$. $(u v) \backslash\left(L_{1} L_{2}\right) \in \mathbb{L}$ and so $u v=w \in \operatorname{Anf}_{v}\left(L_{1} L_{2}\right)$.

Hence $\operatorname{Init}\left(L_{1}\right) \cup L_{1} \operatorname{Anf}_{y}\left(L_{2}\right) \subseteq \operatorname{Anf}_{y}\left(L_{1} L_{2}\right)$.
(b) $L_{2} \notin \mathbb{L}$. Let $w \in \operatorname{Anf}_{2}\left(L_{1} L_{2}\right)$. Then

$$
w \backslash\left(L_{1} L_{2}\right)=\left(w \backslash L_{1}\right) L_{2} \cup \bigcup_{\substack{w=u v \\ u \in L_{1}}}\left(v \backslash L_{2}\right) \in \mathbb{Z}
$$

If $v \backslash L_{2} \in \mathbb{R}$ would hold, then, by (ii) $v\left(v \backslash L_{2}\right) \in \mathbb{R}$ and, as $L_{2} \equiv v\left(v \backslash L_{2}\right)$, by (v) $L_{2} \in \mathbb{R}$, which is excluded. Therefore, by (iv), $\left(w \backslash L_{1}\right) L_{2} \in \mathbb{Z}$. As $L_{2} \notin \mathbb{Z}$ and (iii) holds, $w \backslash L_{1} \in \mathbb{L}$, and therefore $w \in \operatorname{Anf}_{\mathcal{L}^{\prime}}\left(L_{1}\right)$.

Hence $\operatorname{Anf}_{y}\left(L_{1} L_{2}\right) \subseteq \operatorname{Anf}_{z}\left(L_{1}\right)$.
Conversely, let $w \in \operatorname{Anf}_{z^{\prime}}\left(L_{1}\right)$. Then $w \backslash L_{1} \in \mathbb{Q}$ and, by (ii), $\left(w \backslash L_{1}\right) L_{2} \in \mathbb{R}$. As $\left(w \backslash L_{1}\right) L_{2} \subseteq w \backslash\left(L_{1} L_{2}\right)$ and $(v)$ holds, $w \backslash\left(L_{1} L_{2}\right) \in \mathfrak{L}$, therefore $w \in \operatorname{Anf}_{\mathfrak{z}}\left(L_{1} L_{2}\right)$.

Hence $\operatorname{Anf}_{8}\left(L_{1}\right) \subseteq \operatorname{Anf}_{8}\left(L_{1} L_{2}\right)$.
It should be noted, that the family $\mathfrak{U}$ of all infinite sets has properties (i)-(v). Therefore the property of Anf, stated in Theorem 2.11, is an immediate consequence of Theorem 4.16.

The necessity of properties (i), (ii) and (iii) of $\mathbb{L}$ in Theorem 4.16 is shown in the following theorem:

Theorem 4.17. For all $L_{1}, L_{2}, L_{2} \neq \emptyset$ let

$$
\operatorname{Anf}_{y}\left(L_{1} L_{2}\right)= \begin{cases}\operatorname{Init}\left(L_{1}\right) \cup L_{1} \operatorname{Anf}_{y}\left(L_{2}\right) & \text { if } L_{2} \in \mathbb{Q}, \\ \operatorname{Anf}_{y}\left(L_{1}\right) & \text { if } L_{2} \notin \mathbb{Z} .\end{cases}
$$

Then $\mathbb{Z}$ has the following properties:
(i) $\emptyset \notin \mathbb{R}$,
(ii) If $A \in \mathbb{R}$ and $B \neq \emptyset$, then $B A \in \mathbb{R}$ and $A B \in \mathbb{R}$,
(iii) If $A B \in \mathbb{L}$ and $B \notin \mathbb{Z}$, then $A \in \mathbb{L}$.

Proof. First $\mathbb{Q} \neq\{\emptyset\}$ is shown. Assuming the contrary, because of $\{a\} \notin \mathbb{R}$, $\operatorname{Anf}_{\{0\}}(\{a\})=\operatorname{Anf}_{\{0\}}(\{\varepsilon\}\{a\})=\operatorname{Anf}_{\{0\}}(\{\varepsilon\})$ would hold. As $a \in \operatorname{Anf}_{\{0\}}(\{\varepsilon\})$, but $a \notin \operatorname{Anf}_{\{0\}}(\{a\}), \mathscr{Q}=\{\emptyset\}$ is not possible.

Would $\mathfrak{L}$ contain $\emptyset$ and a $L \neq \emptyset$, then $\operatorname{Anf}_{\mathscr{L}_{2}(\emptyset L)}=\operatorname{Init}(\emptyset) \cup \emptyset \operatorname{Anf}_{\mathscr{L}_{2}}(L)$ would hold. As $\operatorname{Anf}_{\mathfrak{y}^{\prime}}(\emptyset L)=\operatorname{Anf}_{\mathfrak{e}^{\prime}(\emptyset)}=\Sigma^{*}$, but $\operatorname{Init}(\emptyset) \cup \emptyset \operatorname{Anf}_{\mathfrak{l}}(L)=\emptyset$, this is impossible.

Hence $\emptyset \notin \mathfrak{L}$ and so (i) holds.
Let $A \in \mathbb{Z}$ and $B \neq \emptyset$. Then $\operatorname{Anf}_{z}(B A)=\operatorname{Init}(B) \cup B \operatorname{Anf}_{\mathscr{L}}(A)$. As $B \neq \emptyset, \varepsilon \in$ $\operatorname{Init}(B) \subseteq \operatorname{Anf}_{\mathfrak{L}}(B A)$ and therefore $\varepsilon \backslash(B A)=B A \in \mathbb{Z}$.

If $B \in \mathbb{Z}$, then $A B \in \mathbb{Z}$ by a similar argument.
If $B \notin \mathfrak{L}$, then $\operatorname{Anf}_{\mathfrak{z}}(A B)=\operatorname{Anf}_{\mathfrak{y}}(A)$ and therefore $\varepsilon \in \operatorname{Anf}_{\mathfrak{y}}(A) \subseteq \operatorname{Anf}_{\mathfrak{z}}(A B)$ and so $A B \in \mathbb{Z}$.

Hence (ii) holds.
Let $A B \in \mathbb{Q}$ and $B \notin \mathbb{Z}$. Then $\operatorname{Anf}_{y}(A B)=\operatorname{Anf}_{z^{2}}(A)$. As $\varepsilon \in \operatorname{Anf}_{y}(A B) \subseteq \operatorname{Anf}_{z}(A)$, $A \in \mathbb{Z}$. Hence (iii) holds.

For certain sets $\mathfrak{Q}$, the languages $L$, for which $\operatorname{Anf}_{\mathfrak{v}}(L) \neq \emptyset$ holds, can be characterized:

## Theoreni 4.18. The following two conditions are equivalent:

(1) If $w \backslash A \in \mathbb{R}$, then $A \in \mathbb{R}$,
(2) $\operatorname{Anf}_{z^{2}}(L) \neq \emptyset$ iff $L \in \mathbb{Z}$.

Proof. Let (1) be valid. If $\operatorname{Anf}_{v}(A) \neq \emptyset$, then there is a $w$, such that $w \backslash A \in \mathbb{R}$. By (1), $A \in \mathbb{Z}$. Let conversely by $A \in \mathbb{Z}$. Then $\varepsilon \in \operatorname{Anf}_{8}(A)$ and therefore $\operatorname{Anf}_{\mathfrak{z}}(A) \neq \emptyset$. Hence (2) holds.

Let (2) be valid and $w \backslash A \in \mathfrak{Z}$. Then $w \in \operatorname{Anf}_{\mathfrak{z}}(A)$ and therefore $\operatorname{Anf}_{\mathscr{E}}(A) \neq \emptyset$. By (2) is $A \in \mathbb{Z}$ and so (1) holds.

Remark. (1) holds especially if (ii) and (v) of Theorem 4.16 hold.
The following theorem shows, that the family of all regular languages is closed under Anf $\mathfrak{l}_{\mathfrak{x}}$ for arbitrary $\mathbb{Q}$.

Theorem 4.19. For all $\mathbb{Q}$ the following holds:
If $L$ is regular, then $\operatorname{Anf}_{z}(L)$ is regular.
Proof. Let $M=\left(K, \Sigma, \delta, q_{0}, F\right)$ be a finite automaton accepting $L$ and $M_{1}=$ $\left(K, \Sigma, \delta, q_{0}, F\right)$, where $F_{1}=\left\{q \in K:\left\{x \in \Sigma^{*}: \delta(q, x) \in F\right\} \in \mathfrak{Z}\right\}$.

Then $w \in T\left(M_{1}\right)$ iff $\delta\left(q_{0}, w\right) \in F_{1}$, that means $\left\{x: \delta\left(\delta\left(q_{0}, w\right), x\right) \in F\right\}=$ $\{x: w x \in L\}=w \backslash L \in \mathbb{Z}$. Hence $w \in \operatorname{Anf}_{x}(L)$.

If $L$ is non regular, then, for suitable $\mathbb{R}$, Anf $_{\ell}(L)$ can be any arbitrary language. This is shown in the following theorems.

Theorem 4.20. Let $L \subseteq \Sigma^{*}$. Then for all $L_{1} \subseteq \Sigma^{*}$ there is a set $\mathfrak{Q} \subseteq \mathfrak{P}\left(\Sigma^{*}\right)$ such that $\operatorname{Anf}_{y^{2}}(L)=L_{1}$ if and only if each class in $\Sigma^{*} / \tau_{L}$ consists of a single word.

Proof. Let each class of $\Sigma^{*} / \mathcal{L}^{\text {consist }}$ of a single woid. Then for $x \neq y$ there is always a $z$, such that (without loss of generality) $x z \in L$ and $y z \notin L$. Therefore $x \backslash L \neq y \backslash L$ iff $x \neq y$. For given $L_{1}$, let $\mathbb{Q}=\left\{x \backslash \backslash, x \in L_{1}\right\}$. Then $x \in \operatorname{Anf}_{\mathscr{L}}(L)$ iff $x \backslash L \in \mathbb{Q}$, that means $x \in L_{1}$. Hence $\operatorname{Anf}_{y^{\prime}}(L)=L_{1}$.

Let conversely be assumed that a class of $\Sigma^{*} / \widetilde{L}^{\text {c }}$ contains more than one word, that means that there are $x, y, x \neq y$, but $x_{i} y$. Then $x \backslash L=y \backslash L$ and for ali $\dot{L}$, for which $x \in \operatorname{Anf}_{y}(L)$ holds also $y \in \operatorname{Anf}_{\mathfrak{y}}(L)$. Hence there is no $\mathbb{Q}$, such that $\operatorname{Anf}_{\mathfrak{L}^{2}}(L)=$ $\{x\}$.

Corollary 4.21. Let $\Sigma=\{a\}$. Then there is a contextsensitive language $L \subseteq \Sigma^{*}$, such that for all $L_{1} \subseteq \Sigma^{*}$ there is a $\mathfrak{Z}$, such that $\operatorname{Anf}_{2}(L)=L_{1}$.

Proof. Let $L=\left\{a^{2 n}: n \geqslant 0\right\}$. Then $L$ is contextsensitive and for $i \neq j$ is a $a^{i} \tilde{I}^{a^{i}}$. Therefore each class of $\Sigma^{*} / \widetilde{L}$ consists of a single word and Theorem 4.17 can be applied.

Corollary 4.22. Let $|\Sigma| \geqslant 2$. Then there is a contextfree language $L \subseteq \Sigma^{*}$, such that for all $L_{1} \subseteq \Sigma^{*}$ there is a $\mathfrak{L}$, such that $\operatorname{Anf}_{\mathfrak{y}}(L)=L_{1}$.

Proof. Let $L=\left\{w w^{R}: w \in \Sigma^{*}\right\}$. Then $L$ is contextfree and the classes of $\Sigma^{*} / \widetilde{L}$ consist of single words.
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