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Abstract

This paper continues the study of gaps in sequences of geometrically distributed ran-
dom variables, as started by Hitczenko and Knopfmacher [9], who concentrated on se-
quences which were gap-free. Now we allow gaps, and count some related parameters.

Our notation of gaps just means empty “urns” (within the range of occupied urns).
This might be called weak gaps, as opposed to maximal gaps, as in [9]. If one considers
only “gap-free” sequences, both notions coincide.

First, the probability that a sequence of length n has a fixed number r of gaps is
studied; apart from small oscillations, this probability tends to a constant p∗(r). When
p = q = 1/2, everything simplifies drastically; there are no oscillations.

Then, the random variable ‘number of gaps’ is studied; all moments are evaluated
asymptotically. Furthermore, samples that have r gaps, in particular the random vari-
able ‘largest non-empty urn’ are studied. All moments of this distribution are evaluated
asymptotically.

The behaviour of the quantities obtained in our asymptotic formulæ is also studied
for p→ 0 resp. p→ 1, through a variety of analytic techniques.

The last section discusses the concept called ‘super-gap-free.’ A sample is super-gap-
free, if it is gap-free and each non-empty urn contains at least 2 items (and d-super-
gap-free, if they contain ≥ d items). For the instance p = q = 1/2, we sketch how the
asymptotic probability (apart from small oscillations) that a sample is d-super-gap-free
can be computed.

1 Introduction

Let us consider a sequence of n random variables (RV), Y1, . . . , Yn, distributed (independently)
according to the geometric distribution Geom(p). Set q := 1 − p, then P(Y = j) = pqj−1.
If we neglect the order in which the n items arrive, we can think about an urn model, with
urns labelled 1, 2, . . ., the probability of each ball falling into urn j being given by pqj−1.

Set the indicator RV (in the sequel we drop the n-specification to simplify the notations):1

Xi := [[value i appears among the n RVs]],
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1Here we use the indicator function (‘Iverson’s notation’) proposed by Knuth et al. [8].
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i.e. urn i is not empty.

A comment on notation: In [9], Hitczenko and Knopfmacher consider gap-free
distributions, i.e., the indices a, a+ 1, . . . , b of the non-empty urns form an inter-
val. Without loss of generality one may assume that a = 1, since there is only
an exponentially small probability for the first urn to be empty. So, the extra
notation (“complete”) for this instance can be ignored.

Gaps itself are not explicitly mentioned, but it is understood that a gap is a
(maximal) sequence of empty urns between non-empty ones.

Our point of view is different here: We say that an urn b is a gap, if it is empty and
comes before the last non-empty urn. To distinguish clearly from the maximal
urns mentioned before, we could call this “gaps in the weak sense”; of course, for
the notation “gap-free” both versions amount to the same.

We could call this parameter also “number of empty urns,” but the name “gaps”
is catchier, and the link of the present paper to the earlier results in [9] is more
obvious.

Thus, in this paper, all the gaps that we consider are always gaps in the weak
sense as just described.

Hitczenko and Knopfmacher analyse the quantity

pn(0) := P[All urns are occupied up to the maximal non-empty urn].

Recently, Goh and Hitczenko [7] have continued the study of gaps in the “maximal” sense,
as described before.

In our paper, we analyze the probability pn(r) of having r gaps, the moments of the total
number of gaps and some other parameters.

As a link to more practically oriented research, we mention probabilistic counting [5],
which can be seen in the context of our gap discussion.

The case p = 1/2 has a particular interest: it is related to the compositions of integers,
see [10].

It is intuitively not at all clear, but nevertheless true, that the quantities that we analyse
for general p, simplify for the special choice of p = 1/2. This produces identities, since a
complicated expression simplifies for a special choice of the parameter. Now, one gets these
identities “for free,” since two different approaches must eventually lead to the same result.
Nevertheless, we believe that there is a geniune interest in producing independent (analytic)
proofs for these simplifications.

The situation might be compared with the one described in [17, 16]: Since a variance
cannot be negative and the main term fluctuates around zero, the fluctuation must be identical
to zero and the Fourier coefficients must be equal to zero. Now, such a combinatorial argument
is nice and sweet when it applies! But there are situations as well, when one has to compute
the Fourier coefficients, and that is at the same level of complexity as to prove in the other
instances that they are zero.
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To give a flavour of such an identity,∫ ∞

0
e−y

[ ∞∑
j=0

(−1)ν(j)e−jy

]
dy

y
=

ln 2
2
,

where ν(j) is the number of ones in the binary representation of j.

We also provide some asymptotics for p going to 0 and 1.
We will obtain several limiting distributions. To show that the limiting moments are

equivalent to the moments of the limiting distributions, we need a suitable rate of convergence.
This is related to a uniform integrability condition (see Loève [12, Section 11.4]). For the
kind of limiting distributions we consider here, the rate of convergence is analyzed in detail
in [14] and [15]. As a byproduct, we also derive some interesting combinatorial identities.

Here is the plan of the paper: Section 2 deals with the probability that a sequence of
length n has a fixed number r of gaps; apart from small oscillations, this probability tends
to a constant p∗(r). When p = q = 1/2, everything simplifies drastically; there are no
oscillations.

Section 3 deals with the random variable ‘number of gaps.’ All moments are evaluated
asymptotically. This follows the general paradigm outlined in another paper of the present
authors [14]. There is also a technical study of the constants p∗(r), mentioned earlier. After
all, they depend on the parameter p, and we study what happens when p→ 0 (or, equivalently,
when q → 1) and when p→ 1 .

Section 4 considers the samples that have r gaps. Among those, the random variable
‘largest non-empty urn’ is considered. Here, we confine ourselves to the instance p = q = 1/2,
especially, since in this instance, the proportion of such samples is 1/2r+1 (no oscillations!).
Again, we are able to evaluate all moments of this distribution asymptotically.

In a final Section 5 we briefly sketch the concept we nickname ‘super-gap-free.’ A sample
is super-gap-free, if it is gap-free and each non-empty urn contains at least 2 items (and
d-super-gap-free, if they contain ≥ d items). For the instance p = q = 1/2, we sketch how the
asymptotic probability (apart from small oscillations) that a sample is d-super-gap-free can
be computed. We leave further studies (general parameter p, higher moments, fixed number
of gaps, etc.) to the interested reader.

In what follows, the pattern is usually this: Some analytic expressions are derived, from
which is becomes clear how to derive all moments in a more or less automatic way. Then we
derive the special identities that are related to the case p = 1/2, and then we analyze what
happens when the parameter p tends to 0 or 1.

2 The probability of gaps

2.1 No gaps

2.1.1 The general case

Let us define pn(r) := P[ There are r gaps up to the maximal non-empty urn ].
So pn(0) = P[All urns are occupied up to the maximal non-empty urn ]. Assume in the se-
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quel that this maximal non-empty urn is urn k. We will use the following notations:

Q := 1/q,
L := ln 1/q = lnQ,
n∗ := np/q,

log := logQ,

α := q/p,

X := the total number of gaps.

In Hitczenko and Louchard [10], the case p = 1/2 was analyzed. It was proved that asymp-
totically, the urns become independent. To prove asymptotic independence in our case, we
consider the generating function Fn(z) of the pn(r)’s: Fn(z) := E(zX).

Theorem 2.1

Fn(z) ∼
∞∑

k=1

[
1− e−n∗/Qk

]
e−αn∗/Qk

k−1∏
w=1

[
(z − 1)e−n∗Qw/Qk

+ 1
]

+O(nβ1−1), n→∞,

uniformly for z ∈ S, S := {|z| < 1 ∩ |z − 1| ≤ L1}, q ≤ e−L2 , with β1 = L1/L2 < 1,
0 < L1 < L2.

Proof
We will use the Poissonization method (see, for instance Jacquet and Szpankowski [11] for a
general survey). Assume that the last full urn is urn k. First we must consider the empty
urns before urn k. Next, all urns after urn k must be empty. If we Poissonize the number
of balls (i.e., the number of R.V. here), with parameter τ , we have independency of cells
occupation. We obtain

F (z, τ∗) := e−τ
∑

n

τn

n!
Fn(z) =

∞∑
k=1

[
1− e−τ∗/Qk

]
e−ατ∗/Qk

k−1∏
w=1

[
(z − 1)e−τ∗Qw/Qk

+ 1
]
,

with τ∗ := τp/q. Hence, by Cauchy’s integral theorem, we obtain

Fn(z) =
n!
2πi

∫
Γ
F (z, τ∗)eτdτ/τn+1,

where Γ is inside the analyticity domain of the integrand and encircles the origin.
We will use Szpankowski [19, Thm.10.3 and Cor.10.17]. Assume that in a linear cone

Sθ, (θ < π/2) the following two conditions simultaneously hold for all z in a set S:
(I): For τ ∈ Sθ and some reals B, R > 0, β1,

|τ | > R =⇒ |F (z, τ∗)| ≤ B|τ |β1 .

(O) For τ /∈ Sθ and A, β2 < 1,

|τ | > R =⇒ |F (z, τ∗)eτ | ≤ A exp(β2τ).
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Then
Fn(z) = F (z, n∗) +O(nβ1−1)

uniformly for z ∈ S.
Let us first check (O). Let |z| < 1. First of all

|eτF (z, τ∗)| ≤
∑ |τ |n

n!
= e|τ |.

Moreover, we have

F (z, τ∗) =
[
1− e−τ∗/Q

]
e−ατ∗/Q +

∞∑
k=2

[
1− e−τ∗/Qk

]
e−ατ∗/Qk

k−1∏
w=1

[
(z − 1)e−τ∗Qw/Qk

+ 1
]

=
[
1− e−τ∗/Q

]
e−ατ∗/Q

+
∞∑

k=1

[
1− e−τ∗/Qk+1

]
e−ατ∗/Qk+1

k−1∏
w=1

[
(z − 1)e−τ∗Qw/Qk+1

+ 1
] [

(z − 1)e−τ∗/Q + 1
]

=
[
1− e−τ∗/Q

]
e−ατ∗/Q + F (z, τ∗/Q)

[
(z − 1)e−τ∗/Q + 1

]
.

This gives

eτF (z, τ∗) = epτ − 1 + eτF (z, τ∗q)
[
(z − 1)e−τp + 1

]
= epτ − 1 + eτqF (z, τ∗q) [(z − 1) + eτp] .

But
|eτp| = e<(τ)p, |eτq| = e<(τ)q, <(τ) ≤ |τ | cos(θ),

so
|eτF (z, τ∗)| ≤ 1 + e|τ |p cos(θ) + e|τ |q

[
1 + e|τ |p cos(θ)

]
≤ 2e|τ |(q+p cos(θ)),

and (O) is satified with β2 = q + p cos(θ) < 1.
Now we check condition (I). Set τ = x + iy, x > 0, τ∗ = x∗ + iy∗. We consider the sum

in F (z, τ∗) that we split into two parts.

• k ≤ blog xc. We have, with |z − 1| ≤ ρ,∣∣∣∣∣
k−1∏
w=1

[
(z − 1)e−τ∗Qw/Qk

+ 1
]∣∣∣∣∣ =

∣∣∣∣∣
k−1∏
u=1

[
(z − 1)e−τ∗qu

+ 1
]∣∣∣∣∣ ≤

k−1∏
u=1

|1 + ρ| ≤ eρk.

Also
|1− e−τ∗/Qk | ≤ 2,

and
|e−ατ∗/Qk | = |e−τqk | = e−xqk

.

But

S1 := 2
blog xc∑

1

e−xqk
eρk = 2

blog xc∑
1

e−xQ−k
eρk.

Set η := L(k − log x). For |τ | large, with γ1 = ρ/L,

S1 ∼ 2
∫ 0

−∞
exp(−e−η)xγ1eγ1ηdη/L ≤ 2|τ |γ1

∫ ∞

1
e−y dy

y1+γ1
= C1|τ |γ1 .
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• blog xc ≤ k ≤ ∞. We have
|e−ατ∗/Qk | ≤ 1,

and, by standard algebra,

|1− e−τ∗/Qk | ≤ 1− e−x∗/Qk
+

1− cos(y∗/Qk)
exp(x∗/Qk)− 1

≤ 1− e−x∗/Qk
+

y∗2/Q2k

2(exp(x∗/Qk)− 1)

≤ 1− e−x∗/Qk
+

tan2(θ)
2

x∗2/Q2k

exp(x∗/Qk)− 1
.

Consider

S2 :=
∞∑

blog x∗c

[
1− e−x∗/Qk

]
eρk +

tan2(θ)
2

∞∑
blog x∗c

x∗2/Q2k

exp(x∗/Qk)− 1
eρk.

Set η := L(k − log x∗) (the lower index in the sum, compared with blog xc, only intro-
duces an extra constant contribution). We derive, with γ2 = ρ/L,

S2 ∼ x∗γ2

∫ ∞

0
[1−exp(−e−η)]eγ2ηdη/L+x∗γ2

tan2(θ)
2

∫ ∞

0

e−2η

exp(e−η)− 1
eγ2ηdη/L ≤ C2|τ |γ2 ,

if ρ < L.

So, finally

S1 + S2 ≤ C1|τ |γ1 + C2|τ |γ2 ,

and condition (I) is satisfied with β1 = ρ/L. Note that ρ < L is equivalent to eρ < Q, so this
is automatically satified if q < e−2 = 0.1353 . . ..

The theorem is now immediately derived.

Let us now consider

Gn(z) :=
∞∑

k=1

[
1− e−n∗/Qk

]
e−αn∗/Qk

∞∏
w=1

[
(z − 1)e−n∗Qw/Qk

+ 1
]
.

We see that this amounts to add, to X, an independent RV X̃ such that X̃ is the sum of
independent Bernoulli RV ξi, i = 0, 1, 2, . . . , with

P[ξi = 1] = e−n∗Qi
.

We have

E(X̃) =
∞∑
i=0

e−n∗Qi ∼ e−n∗ , n→∞.

Similarly, the variance is given by

V(X̃) =
∞∑
i=0

e−n∗Qi
(
1− e−n∗Qi

)
∼ e−n∗ , n→∞.
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By Chebyshev’s inequality,

P
[
X̃ − e−n∗ ≥ ke−n∗/2

]
≤ 1
k2
,

which shows that X̃ is exponentially small. For instance, if we set ke−n∗/2 + e−n∗ = 1, this
leads to k ∼ en∗/2 and P(X̃ ≥ 1) ≤ e−n∗ . So, from now on, we will always use Gn(z).

The function Gn(z) is a harmonic sum, so we define

Λ(z, s) :=
∫ ∞

0
ys−1e−αy

∞∏
w=1

[
1 + (z − 1)e−yQw]

(1− e−y)dy, (1)

and the Mellin transform of the sum is (for a good reference on Mellin transforms, see Flajolet
et al. [4] or Szpankowski [19])

Qs

1−Qs
Λ(z, s). (2)

The fundamental strip of (2) is s ∈ 〈−1, 0〉. We see that, for <(s) > −1, all poles of
Qs

1−Qs Λ(z, s) are simple poles. Indeed, for |z| < 1,∣∣∣∣∣
∞∏

w=1

[
1 + (z − 1)e−yQw]∣∣∣∣∣ < 1,

and ∫ ∞

0
e−αyy<(s)−1

[
1− e−y

]
dy = Γ(<(s))

[
1

α<(s)
− 1

(α+ 1)<(s)

]
,

which has no poles for <(s) > −1.
The poles of Qs

1−Qs Λ(z, s) are thus given given by s = 0, s = χl, with χl := 2lπi/L,
l ∈ Z \ {0}.

Also, we have a “slow increase property”: the behaviour of Λ(z, s) is similar to the one
of Γ(s), which decreases exponentially towards i∞.

Using

Gn(z) =
1

2πi

∫ C2+i∞

C2−i∞

Qs

1−Qs
Λ(z, s)(n∗)−sds, −1 < C2 < 0,

the asymptotic expression of Gn(z) (for large n) is obtained by moving the line of integration
to the right, for instance to the line <(s) = C4 > 0, taking residues into account (with a
negative sign). This gives

Gn(z) = −Res
[ Qs

1−Qs
Λ(z, s)(n∗)−s

]∣∣∣∣
s=0

−
∑
l 6=0

Res
[ Qs

1−Qs
Λ(z, s)(n∗)−s

]∣∣∣∣
s=χl

+O
(
(n∗)−C4

)
,

for n→∞, uniformly on |z| ≤ 1− ρ, ρ > 0.
This leads to

Gn(z) ∼ G∗(z) +
1
L

∑
l 6=0

Λ(z, χl)e−2lπi log n∗ , n→∞, (3)

with

G∗(z) :=
∫ ∞

0
e−αy

∞∏
w=1

[
1 + (z − 1)e−yQw]

(1− e−y)
dy

Ly
. (4)

Note that G∗(z) is independent of n∗.
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2.1.2 Analysis of pn(0)

To analyze pn(0), we can proceed as in Louchard and Prodinger [14, Section 4.8 and 5.9] and
in Louchard, Prodinger and Ward [15], where it is shown that we can replace Binomials by
Poisson distributions and where the rate of convergence is analyzed in detail.

Note that, for instance,

P(Xi = 0) = (1− pqi−1)n ∼ e−npqi−1
= e−n∗qi

.

Assume again that the last full urn is urn k. Here we must have all urns full before and
including urn k. Next, all urns after urn k must be empty. This leads, asymptotically, to

pn(0) ∼
∞∑

k=1

∞∏
i=0

[
1− en∗Qi/Qk

] ∞∏
w=1

[
e−n∗/Qw+k

]
=

∞∑
k=1

∞∏
i=0

[
1− e−n∗Qi/Qk

]
e−αn∗/Qk

, n→∞ (5)

with α := q/p.
This is again a harmonic sum, so we define

ϕ(0, s) :=
∫ ∞

0
ys−1e−αy

∞∏
i=0

[
1− e−yeLi

]
dy, (6)

and proceeding as previously, we obtain

pn(0) = −Res
[ Qs

1−Qs
ϕ(0, s)(n∗)−s

]∣∣∣∣
s=0

−
∑
l 6=0

Res
[ Qs

1−Qs
ϕ(0, s)(n∗)−s

]∣∣∣∣
s=χl

+O
(
(n∗)−C4

)
, n→∞.

This leads to

pn(0) ∼ p∗(0) +
1
L

∑
l 6=0

ϕ(0, χl)e−2lπi log n∗ , n→∞, with (7)

p∗(0) =
∫ ∞

0
e−αy

∞∏
i=0

[
1− e−yeLi

] dy
Ly

. (8)

The expression (7) is direct and simpler than the one given in Hitczenko and Knopfmacher
[9], which depends on the previous values pj(0).

One way to compute p∗(0) numerically is the following: we have∫ ∞

0
e−αy

[
1− e−y

] dy
y

= ln(α+ 1)− ln(α) = ln
(1 + α

α

)
= ln

(
1 +

1
α

)
,

so, if we set

f0(α) = ln(α+ 1)− ln(α),
f1(α) = f0(α)− f0(α+Q),
fi(α) = fi−1(α)− fi−1(α+Qi), (9)
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a numerical asymptotic expression for p∗(0) is given by fi(α)/L. An experiment with Maple
works quite well for p ≥ .5, with i = 12, but for p < 0.5, i must be larger and Maple gets into
trouble. Let us try to simplify the iteration. For any integer j, denote by a[.] the vector of its
binary representation. We set ν(j) =

∑∞
k=0 a[k] and g(j) :=

∑∞
k=0 a[k]Q

k+1; ν(j) denotes,
as usual, the number of ones in the binary representation of j. It is easily checked that

fi(α) =
2i−1∑
j=0

(−1)ν(j) ln
(
α+ 1 + g(j)
α+ g(j)

)
. (10)

This improves the computation speed for p < 0.5, but the main interest is to give the following:
Asymptotic expressions for p∗(0).

1. Let

p = 1− ε,
q = ε,

Q = 1/ε,
α = ε/(1− ε),
L = − ln(ε).

Expanding fi(α), we obtain the following asymptotic expansion

p∗(0) ∼ 1 + ε/ ln(ε)− ε2/(2 ln(ε)) + ε3/(3 ln(ε)) + · · · , ε→ 0.

For ε = 0.01, we obtain, by numerical integration of (7), p∗(0) = 0.9978393126 . . . and
the asymptotic expansion above gives an error O(10−10).

2. If we let

p = ε,

q = 1− ε,
Q = 1/(1− ε),
α = (1− ε)/ε,
L = − ln(1− ε),

when ε→ 0, we obtain from (8), with Euler-Mc Laurin,

p∗(0) ∼
∫ ∞

0
exp

[
−y/ε+

∫ ∞

0
ln

(
1− e−yeεl

)
dl

]
dy

yL

=
∫ ∞

0
exp [−y/ε+ I0(y)/ε]

dy

yL
, with

I0(y) :=
∫ ∞

1
ln

(
1− e−yv

) dv
v
.

So we can apply the Saddle point method, see [6]. The Saddle point y∗ is given by
I ′0(y

∗) = 1, i.e., y∗ = ln(2). We derive

I0(y∗) = −0.4592756884 . . . ,
I2(y) := I ′′0 (y) = [ey ln(ey − 1)− eyy − ln(ey − 1)] /

[
y2(ey − 1)

]
,

I2(y∗) = −2/ ln(2) = −2.885390082 . . .
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Now, we obtain

p∗(0) ∼ e[−y∗+I0(y∗)]/ε

∫ ∞

0
e(y−y∗)2I2(y∗)/(2ε) dy

yL

∼ e[−y∗+I0(y∗)]/ε

√
2π

y∗
√
ε|I2(y∗)|

= exp[−1.152422869 . . . /ε]
2.128934039 . . .√

ε
.

For ε = 0.05, we obtain, by numerical integration of (7), p∗(0) = 0.1646576705 . . . 10−8

and the asymptotic expansion above gives 0.9 . . . 10−9. (Of course, this is only a first
order expression, which could be refined.)

Let us now return to (6). Starting from∫ ∞

0
e−αyys−1

[
1− e−y

]
dy = Γ(s)

[
1
αs
− 1

(α+ 1)s

]
,

we set

φ0(α, s) = Γ(s)
[

1
αs
− 1

(α+ 1)s

]
,

φi(α, s) = φi−1(α, s)− φi−1(α+Qi, s),

and an asymptotic expression for ϕ(0, s) is given by φi(α, s), i large. Note that, when s→ 0,
we recover the previous expression (9).

2.1.3 Simplifications for p = 1/2

This case has a particular interest: it is related to the compositions of integers, see [10]. We
have the simplification

ϕ(0, s) :=
∫ ∞

0
ys−1e−y

[ ∞∑
j=0

(−1)ν(j)e−jy

]
dy = Γ(s)

∞∑
j=0

(−1)ν(j) 1
(j + 1)s

, (11)

where ν(j) is the number of ones in the binary representation of j. In Hitczenko and Knopf-
macher [9] it is shown that pn(0) = 1/2, for all n. Of course we must have

p∗(0) =
∫ ∞

0
e−y

[ ∞∑
j=0

(−1)ν(j)e−jy

]
dy

Ly
=

1
2
.

This is not only important as a check of our asymptotic expressions, but also it will lead
to some interesting identities, and to simple proofs of some constant values found in the
literature.

The function
M(s) =

∑
j≥0

(−1)ν(j) 1
(j + 1)s

(12)

can be treated similarly to the classical entire functionN(s) which is the analytic continuation
of ∑

j≥1

(−1)ν(j)/js;
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see, for instance, Flajolet and Martin [5], Louchard and Prodinger [14]: We group 2 terms
together (resp. 4), for analytic continuation. Now, we have for s→ 0,

1
(2j + 1)s

− 1
(2j + 2)s

∼ s ln
2j + 2
2j + 1

, Γ(s) ∼ 1
s
,

so

Γ(s)M(s) ∼
∑
j≥0

(−1)ν(j) ln
2j + 2
2j + 1

= ln
∏
j≥0

(
2j + 2
2j + 1

)(−1)ν(j)

However, we find in Allouche and Shallit [3] (compare also [18, 1, 2]) that

∏
j≥0

(
2j + 1
2j + 2

)(−1)ν(j)

=
1√
2
. (13)

We have eventually

ln(
√

2 )/L = log(
√

2 ) =
1
2
.

Note that, if we let p = 1/2 in (10), we recover (13).
Now we will also prove directly that the periodic component is null for p = 1/2:

M(χl) =
∞∑

j=0

(−1)ν(j) 1
(j + 1)χl

= 0. (14)

We introduce a technique that will be frequently used in the sequel. Let

f(x) =
∑
j≥0

(−1)ν(j) 1
(j + x)χ

,

where 2χ = 1. Then,

f(x) =
∑
j≥0

(−1)ν(2j) 1
(2j + x)χ

+
∑
j≥0

(−1)ν(2j+1) 1
(2j + x+ 1)χ

=
∑
j≥0

(−1)ν(j) 1
(2j + x)χ

−
∑
j≥0

(−1)ν(j) 1
(2j + x+ 1)χ

=
∑
j≥0

(−1)ν(j) 1
(j + x

2 )χ
−

∑
j≥0

(−1)ν(j) 1
(j + x+1

2 )χ

= f(x
2 )− f(x+1

2 ).

Plugging in x = 0, we find that f(1
2) = 0. Now plugging in x = 1, we find

f(1) = f(1
2)− f(1),

and so f(1) = 0, as desired.
Of course,

lim
y→0

∞∑
j=0

(−1)ν(j)e−jy = 0, as N(0) = −1.
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This absence of fluctuations is not uncommon: it is also the case for the variance of the
number of distinct part sizes in composition of large integers [10], the mean of adaptative
sampling [13], the variance of Patricia Tries [17, 16].

To summarize, we have:

Theorem 1 The probability pn(0) that there is no gap, is asymptotically given by

pn(0) ∼ p∗(0) +
1
L

∑
l 6=0

ϕ(0, χl)e−2lπi log n∗ , n→∞, with

p∗(0) =
∫ ∞

0
e−αy

∞∏
i=0

[
1− e−yeLi

] dy
Ly

.

The periodic component is given via

ϕ(0, s) :=
∫ ∞

0
ys−1e−αy

∞∏
i=0

[
1− e−yeLi

]
dy.

In the symmetric case p = q = 1/2, these expressions simplify, and pn(0) = 1/2.

2.2 More gaps

2.2.1 The general case

We have pn(1) := P[ There is one gap up to the maximal non-empty urn ]. This leads, as-
ymptotically, to

pn(1) ∼
∞∑

k=1

∞∏
i=0

[
1− e−n∗Qi/Qk

]
e−αn∗/Qk

∞∑
u=1

e−n∗Qu/Qk

1− e−n∗Qu/Qk , n→∞.

Set

ϕ(1, s) :=
∫ ∞

0
ys−1e−αy

∞∏
i=0

[
1− e−yeLi

] ∞∑
u=1

e−yeLu

1− e−yeLu dy. (15)

This leads to
pn(1) ∼ p∗(1) +

1
L

∑
l 6=0

ϕ(1, χl)e−2lπi log n∗ , n→∞.

with

p∗(1) =
∫ ∞

0
e−αy

∞∏
i=0

[
1− e−yeLi

] ∞∑
u=1

e−yeLu

1− e−yeLu

dy

Ly
. (16)

The case of 2 or more gaps is easily generalized, by introducing more sums. For instance,
p∗(2) is given by

p∗(2) =
∫ ∞

0
e−αy

∞∏
i=0

[
1− e−yeLi

] ∑
1≤u1<u2

e−yeLu1

1− e−yeLu1

e−yeLu2

1− e−yeLu2

dy

Ly
.

12



2.2.2 Asymptotic expansions for p→ 1 and p→ 0.

Some asymptotic expansions for p∗(1) are computed as follows, as p→ 1 and p→ 0.

1. For p = 1− ε, ε→ 0, we derive for the first term in the summation in (16) (u = 1)[
ln (1 + 1/(α+Q))− ln

(
1 + 1/(α+Q+Q2)

)]
/L = −ε/ ln(ε)+3ε2/(2 ln(ε)−ε3/(3 ln(ε))+· · ·

The next term (u = 2) gives[
ln

(
1 + 1/(α+Q2)

)
− ln

(
1 + 1/(α+Q+Q2)

)]
/L = −ε3/ ln(ε) + · · ·

These first two terms give

p∗(1) ∼ −ε/ ln(ε) + 3ε2/(2 ln(ε))− 4ε3/(3 ln(ε)) + · · · . (17)

2. For p = ε, ε→ 0, the Saddle point analysis (as in a previous section) still applies, but
(16) introduces a sum

∞∑
u=1

e−yQu

1− e−yQu ∼
∞∑

u=1

e−yeεu

1− e−yeεu ∼
∫ ∞

1

e−yt

1− e−yt

dt

εt
.

Set

K1 :=
∫ ∞

1

e−y∗t

1− e−y∗t

dt

t
= 0.57149987436 . . . .

This gives p∗(1) ∼ p∗(0)K1/ε and more generally, p∗(k) ∼ p∗(0)Kk/ε
k for fixed k, where

Kk is a numerical integral. For instance,

K2 =
∫ ∞

1

e−y∗t1

1− e−y∗t1

∫ ∞

t1

e−y∗t2

1− e−y∗t2

dt2
t2

dt1
t1

= 0.1633054070 . . .

Asymptotics of p∗(k) for large k (k of order − ln(ε)/ε for instance) will be considered
in Section 4.

2.2.3 Simplifications for p = 1/2

Let us first consider pn(0). We can think of the probabilities in terms of coin flippings:
Everybody flips a coin, those with “0” go into urn 1, the others continue flipping, as usual.
That leads to an exact recursion (this one was already mentioned in [9]):

pn(0) = 2−n
n∑

u=1

(
n

u

)
pn−u(0), n ≥ 1, p0(0) = 1.

In this sum, u ≥ 1, since at least one ball must go into urn 1 (gap-free!).
Induction proves immediately pn(0) = 1

2 .
Now, let pn(1) be the probability of 1 gap. The recursion is:

pn(1) = 2−n
n∑

u=1

(
n

u

)
pn−u(1) + 2−npn(0), n ≥ 1, p0(1) = 0.

13



Induction proves immediately pn(1) = 1
4 .

Now consider the general situation of r gaps. The recursion is:

pn(r) = 2−n
n∑

u=1

(
n

u

)
pn−u(r) + 2−npn(r − 1), n ≥ 1, p0(r) = [[r = 0]].

Induction proves immediately

pn(r) =
1

2r+1
. (18)

For the instance r = 0 (gap-free) that argument leads to a nice “bijection”: If there is a
gap (the first one we encounter), that means in terms of the coin flippings that everybody
has flipped 1 in one round. Make them all flip 0 instead, and thus they all go into the urn
that was empty. That preserves probability and transforms “no gap” ←→ “gaps”.

Let us now consider our previous asymptotic expressions. When p = 1/2, we can again
simplify (15):

ϕ(1, s) :=
∫ ∞

0
ys−1e−y

[ ∞∑
j=0

(−1)ν(j)e−jy

] ∞∑
u=1

e−y2u

1− e−y2u dy.

We will not use this expression in the sequel, but instead, we first turn to p∗(0) and, similarly
to (8), let

f(β) =
1
L

∫ ∞

0
e−βt

∏
j≥0

(
1− e−2jt

)dt
t
.

We want to show (independently from [3]) that f(1) = p∗(0) = 1
2 . We derive the functional

equation
f(β) = f(β

2 )− f(β+1
2 )

by substituting t → t/2 in the integral and rearranging. Plugging in β = 1 leads to the
equation f(1) = 1

2f(1
2). Now

f(1
2) = lim

β→0

(
f(β

2 )− f(β)
)
.

The only term that remains when evaluating this limit is

lim
β→0

1
L

∫ ∞

0

e−βt/2 − e−βt

t
dt.

But this integral is independent of β and evaluates to 1, as required.
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Now, we turn to p∗(1) and, similarly to (16), let us consider

g(β) =
1
L

∫ ∞

0
e−βt

∏
j≥0

(
1− e−2jt

) ∑
k≥1

e−2kt

1− e−2kt

dt

t

=
1
L

∫ ∞

0
e−βt/2(1− e−t/2)

∏
j≥0

(
1− e−2jt

)[
e−t

1− e−t
+

∑
k≥1

e−2kt

1− e−2kt

]
dt

t

=
1
L

∫ ∞

0
e−βt/2(1− e−t/2)

∏
j≥0

(
1− e−2jt

) ∑
k≥1

e−2kt

1− e−2kt

dt

t

+
1
L

∫ ∞

0
e−βt/2(1− e−t/2)

∏
j≥0

(
1− e−2jt

) e−t

1− e−t

dt

t

= g(β
2 )− g(β+1

2 ) +
1
L

∫ ∞

0
e−βt/2(1− e−t/2)

∏
j≥1

(
1− e−2jt

)
e−tdt

t

= g(β
2 )− g(β+1

2 ) +
1
L

∫ ∞

0
e−βt/4(1− e−t/4)

∏
j≥0

(
1− e−2jt

)
e−t/2dt

t

= g(β
2 )− g(β+1

2 ) + f(β
4 + 1

2)− f(β
4 + 3

4).

We need g(1) = p∗(1):

g(1) = g(1
2)− g(1) + f(3

4)− f(1).

But also
g(0) = g(0)− g(1

2) + f(1
2)− f(3

4).

These two equations lead to g(1) = 1
4 .

After this warm-up, we can go to the general case p∗(r).
Instead of f(β) resp. g(β), we write now F1(β), F2(β), and so on. We have p∗(r) =

Fr+1(1). We derive the functional equation (induction!)

Fu(β) =
u∑

i=1

[
Fi

( β

2u+1−i
+ 1− 1

2u−i

)
− Fi

( β

2u+1−i
+ 1− 1

2u+1−i

)]
.

Specializing, we find

Fu(1) =
u∑

i=1

[
Fi

(
1− 1

2u+1−i

)
− Fi(1)

]
and

Fu(0) =
u∑

i=1

[
Fi

(
1− 1

2u−i

)
− Fi

(
1− 1

2u+1−i

)]
.

Adding these two we get

Fu(1) + Fu(0) =
u∑

i=1

[
Fi

(
1− 1

2u−i

)
− Fi(1)

]
.
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But we have also

Fu−1(1) =
u−1∑
i=1

[
Fi

(
1− 1

2u−i

)
− Fi(1)

]
,

and taking differences of the last two equations, we get

Fu(1) + Fu(0)− Fu−1(1) = Fu(0)− Fu(1),

or 2Fu(1) = Fu−1(1), which gives us Fu(1) = 1/2u by induction. So this leads to

p∗(r) =
1

2r+1
,

as it should.

Remark 2.2 Note that the generating function F ∗(z) of p∗(r) : F ∗(z) := E∗(zX) is given by

F ∗(z) =
1

2− z
, (19)

which immediately gives all moments.

2.2.4 An inclusion-exclusion argument

Now we use an inclusion-exclusion argument to describe pn(0) and, more generally, pn(r).
Since we know a priori that the outcome of this computation must be 1/2r+1, this approach
will lead us to some unexpected and exciting identities.

Let, as usual k denote the last full urn. Consider the following events

Vi := urn i empty, Vk+1 := all urns from k + 1 on empty.

It is clear that k > n is impossible: n balls cannot go into > n urns, which are all non-empty.
Then, exactly,

pn(0) = E

{
n∑

k=1

(1− V1) . . . (1− Vk)Vk+1

}

= E


n∑

k=1

1−
k∑

i=1

Vi +
∑

1≤i<j≤k

ViVj + · · ·+ (−1)k−1
∑

1≤i1<i2<···<ik−1≤k

Vi1Vi2 . . . Vik−1

Vk+1


=

n∑
k=1

k−1∑
r=0

(−1)r
∑

1≤i1<i2<···<ir≤k

[
1−

r∑
s=1

1
2is
− 1

2k

]n

. (20)

This equals 1/2, since this value is known from [9]. More generally

pn(g) = E
{ n+g∑

k=1+g

[ ∑
1≤u1<u2...<ug<k

k−1−g∑
r=0

∑
1≤i1<i2...<ir≤k

(−1)r[[ul 6= is]]Vi1 . . . VirVu1 . . . Vug

]
Vk+1

}

=
n+g∑

k=1+g

∑
1≤u1<u2...<ug<k

k−1−g∑
r=0

∑
1≤i1<i2...<ir≤k

(−1)r[[ul 6= is]]
[
1−

r∑
s=1

1
2is
−

g∑
l=1

1
2ul
− 1

2k

]n

.

(21)
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This should give 1/2g+1, as we will see now.
Of course, equations (20) and (21) can be generalized to p 6= 1/2, but they do not lead

to the following simplifications.
The inner sum in equation (20) leads to

∑
I⊆{1,...,k}

(−1)|I|
[
1−

∑
i∈I

1
2i
− 1

2k

]n

=
∑

J⊆{0,...,k−1}

(−1)|J |
[
1− 1

2k

∑
i∈J

2i − 1
2k

]n

.

This can be elegantly written using the function ν(j). Therefore we obtain the identity

n∑
k=1

∑
0≤λ<2k

(−1)ν(λ)

(
1− 1 + λ

2k

)n

=
1
2
. (22)

It can also be written as ∑
k≥1

∑
0≤λ<2k

(−1)ν(λ)

(
1− 1 + λ

2k

)n

=
1
2
.

since for k > n no new terms are added. (The previous computation gives zero for values k
that are outside the natural range.)

Let us now consider the case of one gap. The inner sum in (21) is

∑
1≤u<k

∑
I⊆{1,...,k}\{u}

(−1)|I|
[
1−

∑
i∈I

1
2i
− 1

2u
− 1

2k

]n

=
∑

1≤u≤k

∑
I⊆{1,...,k}\{u}

(−1)|I|
[
1−

∑
i∈I

1
2i
− 1

2u
− 1

2k

]n

−
∑

I⊆{1,...,k−1}

(−1)|I|
[
1−

∑
i∈I

1
2i
− 1

2k
− 1

2k

]n

=: A−B.

Now

A =
∑

1≤u≤k

∑
I⊆{1,...,k}\{u}

(−1)|I|
[
1−

∑
i∈I

1
2i
− 1

2u
− 1

2k

]n

=
∑

J⊆{1,...,k}

(−1)|J |+1|J |
[
1−

∑
i∈J

1
2i
− 1

2k

]n

=
∑

J⊆{0,...,k−1}

(−1)|J |+1|J |
[
1− 1

2k

∑
i∈J

2i − 1
2k

]n

=
∑

0≤λ<2k

(−1)ν(λ)+1ν(λ)
[
1− 1 + λ

2k

]n

.
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Likewise,

B =
∑

I⊆{1,...,k−1}

(−1)|I|
[
1−

∑
i∈I

1
2i
− 1

2k−1

]n

=
∑

I⊆{0,...,k−2}

(−1)|I|
[
1− 1

2k−1

∑
i∈I

2i − 1
2k−1

]n

=
∑

0≤λ<2k−1

(−1)ν(λ)

[
1− 1 + λ

2k−1

]n

.

Summarizing

pn(1) =
n+1∑
k=2

[ ∑
0≤λ<2k

(−1)ν(λ)+1ν(λ)
(
1− 1 + λ

2k

)n
−

∑
0≤λ<2k−1

(−1)ν(λ)
(
1− 1 + λ

2k−1

)n
]

=
1
4
.

In general, for r gaps, we obtain with an analogous argument

pn(r) =
n+r∑

k=r+1

[ ∑
0≤λ<2k

(−1)ν(λ)+r

(
ν(λ)
r

)(
1− 1 + λ

2k

)n
+

∑
0≤λ<2k−1

(−1)ν(λ)+r

(
ν(λ)
r − 1

)(
1− 1 + λ

2k−1

)n
]

(for r = 0, the second term isn’t there).
We can alternatively sum over k ≥ 1. But then we get by a simple rearrangement the

beautiful formula

pn(r) =
∑
k≥1

∑
0≤λ<2k

(−1)ν(λ)+r

(
ν(λ)
r

)(
1− 1 + λ

2k

)n
+

∑
k≥1

∑
0≤λ<2k

(−1)ν(λ)+g

(
ν(λ)
r − 1

)(
1− 1 + λ

2k

)n

=
∑
k≥1

∑
0≤λ<2k

(−1)ν(λ)+r

(
ν(λ) + 1

r

)(
1− 1 + λ

2k

)n
=

1
2r+1

. (23)

Theorem 2 The probability pn(r) that there are r gaps, has the asymptotic form

pn(r) ∼ constant + δ(log n);

for r = 1, the details were worked out in the preceding text. In the symmetric instance
p = 1/2, once again, the situation is much simpler, and one finds pn(r) = 1/2r+1, by a
simple induction.

3 The moments of the total number of gaps

Now we turn our attention from the probabilities of a certain number of gaps to the total
number of gaps (empty urns) and the moments of this random variable.
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3.1 The general case

Denote by X the total number of gaps. We have, with Theorem 2.1,

E(evX) ∼
∞∑

k=1

[
1− e−n∗/Qk

]
e−αn∗/Qk

∞∏
w=1

[
(ev − 1)e−n∗Qw/Qk

+ 1
]
, n→∞

which leads to

Λ(v, s) :=
∫ ∞

0
ys−1e−αy(1− e−y) exp

[ ∞∑
i=1

(−1)i+1 (ev − 1)i

i
Vi(y)

]
dy,

with

Vj(y) :=
∞∑

w=1

e−jyeLw
.

We derive

Λ(v, s) =
∫ ∞

0
ys−1e−αy

(
1− e−y

) [
1 + vV1 +

v2

2
[V1 − V2 + V 2

1 ] + · · ·
]
dy. (24)

Expanding, the dominant part of E(X) is asymptotically given by

E∗(X) =
∞∑

w=1

∫ ∞

0
e−αy

[ ∞∑
u=1

(−1)u+1yu

u!

]
e−yQw dy

Ly
=

1
L

∞∑
w=1

ln
(

1 +
1

α+Qw

)
. (25)

From this, as always, we can extract information about the moments. For the mean, we
set

Λ1(s) :=
∞∑

w=1

∫ ∞

0
ys−1e−αy

[
1− e−y

]
e−yQw

dy.

So,

Λ1(s) = Γ(s)
∑
w≥1

[
1

(α+Qw)s
− 1

(1 + α+Qw)s

]
. (26)

The periodic component of E(X) is given by

1
L

∑
l 6=0

Λ1(χl)e−2lπi log n∗ .

This can be simplified as follows. Note that

lim
w→∞

1
(α+Qw)χl

= 1.

So

Λ1(χl) = Γ(χl)
∑
w≥1

[(
1

(α+Qw)χl
− 1

)
−

(
1

(1 + α+Qw)χl
− 1

) ]
.

But
1

(1 + α+Qw+1)χl
=

1
((1 + α)/Q+Qw)χl

=
1

(α+Qw)χl
.
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By telescoping,

Λ1(χl) = Γ(χl)
[
1− 1

(1 + α+Q)χl

]
= Γ(χl)[1− pχl ]. (27)

Note carefully, that this simplification applies to all values of p, with p = 1/2 being
particularly simple, since then 1− pχl = 0, and the Fourier coefficients disappear.

To summarize, we have this theorem.

Theorem 3 The dominant part of E(X) is asymptotically given by

E∗(X) =
1
L

∞∑
w=1

ln
(

1 +
1

α+Qw

)
.

The periodic component of E(X) is given by

1
L

∑
l 6=0

Λ1(χl)e−2lπi log n∗ ,

with
Λ1(χl) = Γ(χl)[1− pχl ].

Of course the other moments can be expressed almost automatically by similar (more
complicated) formulæ.

The generating function Fn(z) of the pn(k)’s, i.e., Fn(z) := E(zX) is asymptotically given,
with Theorem 2.1, by

∞∑
k=1

[
1− e−n∗/Qk

]
e−αn∗/Qk

∞∏
w=1

[
(z − 1)e−n∗Qw/Qk

+ 1
]
,

which leads to

Λ(z, s) :=
∫ ∞

0
ys−1e−αy(1− e−y) exp

[ ∞∑
i=1

(−1)i+1 (z − 1)i

i
Vi(y)

]
dy, (28)

with

Vj(y) :=
∞∑

w=1

e−jyeLw
.

3.1.1 Asymptotic expressions for p→ 1 and p→ 0

Some asymptotic expressions are computed as follows, for p→ 1 and p→ 0.

1. For p = 1− ε, ε→ 0, the dominant part of the mean gives, from (25),

E∗(X) ∼ −1/ ln(ε)
∞∑

w=1

ln
(

1 +
1

ε+ (1/ε)w

)
∼ −1/ ln(ε)

∞∑
w=1

εw ∼ −ε
ln(ε)

.

Note that this corresponds, to first order, to p∗(1) as given by (17).
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2. For p = ε, ε→ 0, the dominant part of the mean gives, again from (25),

E∗(X) ∼ 1/ε
∞∑

w=1

ln
(

1 +
1

1/ε+ eεw

)
∼ 1/ε

∫ ∞

v=1

1
1/ε+ v

dv

vε
∼ 1/ε

∫ ∞

u=ε

du

u(1 + u)
∼ − ln(ε)/ε.

(29)

For ε = 0.01, (25) gives 457.7862279 . . . and the asymptotic expression gives 460 . . ..

We now turn to the dominant term of the variance: for p = ε, this is given by VAR∗(X) =
E∗(X2) − [E∗(X)]2. First we must compute the mean with more precision. We start from
(25) and consider each source of errors. The first type of error leads to O(ln(ε)): it is due to

• replacing L by ε,

• replacing α by 1/ε,

• replacing Qw by eεw,

• using only the first term in the expansion of ln
(
1 + 1

1/ε+eεw

)
, the next term leads to

−1/2
∫∞
v=1

1
(1+εv)2

dv
v .

The second type of error leads to O(1): it is due to

• using Euler-Mc Laurin,

• starting the integral in (29) at v = 1 instead of v = eε,

• using only the first term in the expansion of
∫∞
u=ε

du
u(1+u) = ln(1+ε)− ln(ε) ∼ − ln(ε)+ε.

So, finally,
E∗(X) ∼ − ln(ε)/ε+O(ln(ε)), ε→ 0.

The second term in the variance is thus given by

[E∗(X)]2 ∼ ln2(ε)/ε2 +O(ln2(ε)/ε), ε→ 0.

The first term in the variance is related, from (24), to V1 − V2 + V 2
1 , which leads to

1
L

∞∑
w=1

ln
(

1 +
1

α+Qw

)
− 1
L

∞∑
w=1

ln
(

1 +
1

α+ 2Qw

)
+

1
L

∞∑
w1=1

∞∑
w2=1

ln
(

1 +
1

α+Qw1 +Qw2

)
.

(30)
When p = ε, the first sum leads to

− ln(ε)/ε+O(ln(ε)).

The second sum leads to
ln(ε)/ε+O(ln(ε)).

The third sum (which is the most important) leads asymptotically to

1/ε
∫ ∞

v1=1

∫ ∞

v2=1

1
1/ε+ v1 + v2

dv1
v1ε

dv2
v2ε
∼ ln2(ε) + π2/6

ε2
+O(ln2(ε)/ε).
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We finally obtain

VAR∗(X) ∼ π2

6ε2
, ε→ 0.

The other moments can be similarly derived, but we will give a better way in Section 3.2.
Another interesting problem is the analysis of periodicities in the mean, when p = ε,

ε→ 0. We know from (27) that this is asymptotically given, with χl ∼ 2πil/ε by∑
l 6=0

Γ(2πil/ε)
ε

[1− εχl ]e−2lπi ln(nε)/ε

∼
∑
l 6=0

Γ(2πil/ε)
ε

[ε−χl − 1]e−2lπi ln(n)/ε. (31)

This goes to 0 as ε goes to 0, due to the rapid decrease of Γ towards i∞.

3.2 The asymptotics for p∗(r), p = ε, ε→ 0

Inspired by Sections 2.1 and 3, we write the asymptotic generating function F ∗(z) of the
p∗(r)’s: F ∗(z) := E∗(zX) as

F ∗(z) ∼
∫ ∞

0
e−y/ε exp

{∫ ∞

1
ln

[
1 + (z − 1)e−yeεl

]
dl

}
(1− e−y)

dy

yL

∼
∫ ∞

0
e−y/ε exp

{
1
ε

∫ ∞

1
ln

[
1 + (z − 1)e−yv

] dv
v

}
(1− e−y)

dy

yL
, ε→ 0,

and we have
p∗(r) =

1
2πi

∫
Ω
F ∗(z)

dz

zr+1
,

where Ω is inside the analyticity domain of the integrand and encircles the origin. We set
z = 1 + uε. (This choice will be justified later on.) We derive

1
ε

∫ ∞

1
ln

[
1 + (z − 1)e−yv

] dv
v
∼ 1

ε

∫ ∞

1
e−yvuε

dv

v
∼ u

∫ ∞

y
e−tdt

t
= uEi(1, y)

∼ −u ln(y) + u[−γ +O(y)] for y small.

Setting y = εw, we obtain

F ∗(z) ∼ 1
L

∫ ∞

0
e−we−u[ln(w)+ln(ε)+γ] (1− e−εw)dw

w
∼ Γ(−u)

ε
[1− (1 + ε)u] e−uγe−u ln(ε)

∼ Γ(1− u)e−uγe−u ln(ε), ε→ 0.

Next we derive

E∗ [
euεX

]
∼ E∗ [

zX
]
∼ Γ(1− u)e−uγe−u ln(ε), ε→ 0,

justifying the choice z = 1 + uε.
Setting µ := − ln(ε)/ε (this is the dominant term of the mean), we obtain

E∗
[
euε(X−µ)

]
∼ Γ(1− u)e−uγ , ε→ 0.

From this we get
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Proposition 3.1 The dominant part of

ε(X − µ) + γ, ε→ 0,

is asymptotically distributed as a Gumbel extreme-value random variable.

Of course we immediately recover the variance previously computed. All asymptotic moments
are now easily obtained.

3.3 Simplifications for p = 1/2

Again, we want to show independently, that our asymptotic expressions are consistent with
(19).

E∗(X) can be simplified as follows when p = 1/2. We have, from (25),

1
L

∑
w≥1

ln
(

1 +
1

1 + 2w

)
=

1
L

∑
w≥1

ln
2 + 2w

1 + 2w

=
1
L

∑
w≥1

ln
1 + 21−w

1 + 2−w

=
1
L

lim
W→∞

(
ln 2− ln(1 + 2−W )

)
=

1
L

ln 2 = 1,

which conforms to (19).
Consider now the periodic part. Assume that 2χ = 1, then from (26),

Λ1(χ) = Γ(χ)
∑
w≥1

[
1

(1 + 2w)χ
− 1

(2 + 2w)χ

]
(32)

= Γ(χ)
∑
w≥1

[
1

(1 + 2−w)χ
− 1

(1 + 21−w)χ

]
.

Note that
lim

w→∞

1
(1 + 2−w)χ

= 1.

So

Λ1(χ) = Γ(χ)
∑
w≥1

[(
1

(1 + 2−w)χ
− 1

)
−

(
1

(1 + 21−w)χ
− 1

) ]
= 0

by telescoping.
Let us now turn to the variance for p = 1/2: From (30) we first compute

C1 =
∞∑

w=1

ln
(

1 +
1

1 + 2w

)
−

∞∑
w=1

ln
(

1 +
1

1 + 21+w

)
= ln

(
1 +

1
1 + 2

)
= 2 ln 2− ln 3.
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Next

C2 =
∞∑

w1=1

∞∑
w2=1

ln
(

1 +
1

1 + 2w1 + 2w2

)

=
∞∑
i=1

ln
(

1 +
1

1 + 2i+1

)
+ 2

∑
1≤i<j

ln
(

1 +
1

1 + 2i + 2j

)

=
∞∑
i=2

ln
2 + 2i

1 + 2i
+ 2

∑
1≤i<j

ln
2 + 2i + 2j

1 + 2i + 2j

=
∞∑
i=2

ln
1 + 21−i

1 + 2−i
+ 2

∑
1≤i<j

ln
1 + 2i−j + 21−j

1 + 2i−j + 2−j

= ln 3− ln 2 + 2
∑
i,h≥1

ln
1 + 2−h + 21−i−h

1 + 2−h + 2−i−h

= ln 3− ln 2 + 2 lim
I→∞

∑
h≥1

[
ln(1 + 2−h + 2−h)− ln(1 + 2−h + 2−h−I)

]
= ln 3− ln 2 + 2

∑
h≥1

[
ln(1 + 21−h)− ln(1 + 2−h)

]
= ln 3− ln 2 + 2L = ln 3 + ln 2.

Thus
C1 + C2

L
= 3.

and VAR∗(X) = 2 which again conforms to (19).
For p = 1/2, (28) leads to the dominant term:

F ∗(z) := E∗(zX) =
∫ ∞

0
e−y(1− e−y) exp

[ ∞∑
i=1

(−1)i+1 (z − 1)i

i
Vi(y)

]
dy

Ly
, (33)

with

Vj(y) :=
∞∑

w=1

e−jy2w
.

Also, from (4),

F ∗(z) =
∫ ∞

0
e−y(1− e−y)

∞∏
w=1

[
1 + (z − 1)e−y2w] dy

Ly
.

This should lead to (19). Indeed, set

ϕ(β) :=
∫ ∞

0
e−βy

∞∏
w=1

[
1 + (z − 1)e−y2w] dy

Ly
.

F ∗(z) is given by ϕ(1)− ϕ(2). We have

ϕ(β) =
∫ ∞

0
e−βy/2

[
1 + (z − 1)e−y

] ∞∏
w=1

[
1 + (z − 1)e−y2w] dy

Ly

= ϕ(β/2)− (1− z)ϕ(β/2 + 1).
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First, this gives

ϕ(2) = ϕ(1)− (1− z)ϕ(2) or ϕ(2) =
ϕ(1)
2− z

.

Next
lim
β→0

[ϕ(β/2)− ϕ(β)] = (1− z)ϕ(1) or ϕ(1) =
1

1− z
.

So
ϕ(1)− ϕ(2) =

1
2− z

,

as it should.
This also leads to a another curious identity: from (1), we obtain

Λ(z, s) =
∫ ∞

0
ys−1e−y/2

(
1− e−y/2

) ∞∏
w=0

[
1 + (z − 1)e−y2w] dy

2s

=
∫ ∞

0
ys−1e−y/2

(
1− e−y/2

) [ ∞∑
j=0

(z − 1)ν(j)e−jy

]
dy

2s

= Γ(s)
∞∑

j=0

(z − 1)ν(j)

[
1

(j + 1/2)s
− 1

(j + 1)s

]
1
2s
. (34)

Letting s→ 0 and proceeding as in Section 2.1, we derive

lim
s→0

Λ(z, s) =
1
L

∞∑
j=0

(z − 1)ν(j) ln
2j + 2
2j + 1

hence the identity
1
L

ln
∏
j≥0

(
2j + 2
2j + 1

)(z−1)ν(j)

=
1

2− z
.

Of course, letting z → 0, we recover (13).
Now we can show independently the absence of periodicities in pn(k) for p = 1/2: from

(3) and (34), we must prove

Λ(z, χl) = Γ(χl)
∞∑

j=0

(z − 1)ν(j)

[
1

(2j + 1)χl
− 1

(2j + 2)χl

]
= 0.

Note that differentiating w.r.t. z and setting z = 1 leads back to (32). We have
∞∑

j=0

(z−1)ν(j)

[
1

(2j + 1)χl
− 1

(2j + 2)χl

]
=

∞∑
j=0

(z−1)ν(j)

[
1

(j + 1/2)χl
− 1

(j + 1)χl

]
= f(1/2)−f(1),

with

f(x) :=
∞∑

j=0

(z − 1)ν(j) 1
(j + x)χl

.

But
f(x) = f(x/2)− f((x+ 1)/2),

hence f(1) = f(1/2) = 0.
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4 The distribution of the last full urn K, conditioned on the
number of gaps

What is the conditional probability pn(0, k) that the last full urn K is urn k, given that there
are no gaps, for p = 1/2? From (5), this is asymptotically given, with η = k − log n, by

pn(0, k) ∼ f(η) = 2
∞∏

u=0

[
1− exp

(
e−L(η−u)

)]
exp

(
e−L(η)

)
, n→∞.

We have analyzed in detail, in [14, Section 5.9], a similar distribution: the distribution of
the first empty urn. This corresponds also to the Probabilistic Counting (see Flajolet and
Martin [5]) and to the first empty part in compositions of integers (see [10]).

We have here another example of Gumbel-like distribution, the distribution function of
which is exp(−e−x). The rate of convergence for this kind of distributions is fully analyzed
in [14]; we will not give the details here.

Now we compute

φ(α) =
∫ ∞

−∞
eαηf(η)dη = 2M(−α̃)Γ(−α̃)/L,

where M(s) is defined in (12) and α̃ := α/L. This is similar to (11). We have φ(0) = 1,
hence M(0) = 0 (which is also derived from N(0) = −1) and M ′(0) = L/2 (which is also
derived from (13)). Also M(χl) = 0 from (14). We will need M ′′(0), M ′′′(0), . . . we can for
instance proceed as in [14]:

M(s) =
∞∑

j=0

(−1)ν(j)

(8j + 1)s

[
1− 1

(1 + 1/(8j + 1))s
− 1

(1 + 2/(8j + 1))s
+

1
(1 + 3/(8j + 1))s

− 1
(1 + 4/(8j + 1))s

+
1

(1 + 5/(8j + 1))s
+

1
(1 + 6/(8j + 1))s

− 1
(1 + 7/(8j + 1))s

]
.

(35)

This leads to

M(0) = 0,
M ′(0) = L/2,
M ′′(0) = .3378750212 . . . ,
M ′′′(0) = −.9600749346 . . . .

Still another family of identities can be obtained. For instance, from (35), we derive

M ′(0) = L/2 =
∞∑

j=0

(−1)ν(j) ln
2(4j + 1)(8j + 3)(8j + 5)(j + 1)
(8j + 1)(2j + 1)(4j + 3)(8j + 7)

.

(This would also follow from the identity (13)).
Now, we can compute (almost) mechanically all moments of K − log n we need, using

techniques and notations from [14].
Let us now turn to the fluctuating components. The fundamental strip for s is <(s) ∈

〈−1, 0〉.
Summarizing, we have
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Theorem 4 The moments of K − log n are given by

m1 = −M ′′(0)/L2 + γ/L− 1/2,

m2 = (−2M ′′(0)γ + 2M ′′′(0)/3)/L3 + (π2/6 +M ′′(0) + γ2)/L2 − γ/L+ 1/6,

m̃1 = −M ′′(0)/L2 + γ/L,

m̃2 = (−2M ′′(0)γ + 2M ′′′(0)/3)/L3 + (π2/6 + γ2)/L2,

µ2 = −M ′′(0)2/L4 + 2M ′′′(0)/(2L3) + π2/(6L2)− 1/12,

µ̃2 = −M ′′(0)2/L4 + 2M ′′′(0)/(3L3) + π2/(6L2).

Let κ2 denote the periodic component of the variance, then

w1 =
∑
l 6=0

−2M ′(χl)Γ(χl)e−2lπi log n/L2,

κ2 =
∑
l 6=0

[
− 4M ′(χl)M ′′(0)Γ(χl)/L4

+ 2
(
2M ′(χl)γ + 2M ′(χl)ψ(χl) +M ′′(χl)

)
Γ(χl)/L3

]
e−2lπi log n/L2 − w2

1.

Note that we could also have started from (22). For instance (23) leads to the asymptotic
distribution of K given r gaps, with some generalized Mi(s). We omit the details.

5 Super gap-free

Let p(n) be the probability that a random sample of size n leads to a gap-free situation,
where each non-empty urn contains at least 2 balls. We confine ourselves to p = q = 1/2
here. The recursion

p(n) = 2−n
n∑

j=2

(
n

j

)
p(n− j), n ≥ 2, p(0) = 1, p(1) = 0

is easy to understand, if one thinks about coin flippings: at least two out of the n “players”
must flip a zero and thus go into the first urn. In terms of the exponential generating function

F (z) :=
∑
n≥0

p(n)
zn

n!
,

this means
F (z) = 1 + (ez/2 − 1− z/2)F (z/2).

Now we set
ϕ(z) := e−zF (z) =

∑
n≥0

b(n)
zn

n!
, b(0) = 1, b(1) = −1.

Depoissonization (as described in the book by Szpankowski [19]) leads to p(n) ∼ ϕ(n). In
order to find ϕ(z), for z →∞, we first note that

ϕ(z) = ϕ(z/2) +R(z),
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with
R(z) = e−z − e−z

(
1 + z

2

)
F (z/2).

For technical reasons (Mellin transform must exist), we set

ϕ1(z) := ϕ(z)− 1 = −z + · · · ,

so that p(n) ∼ 1 + ϕ1(n).
The Mellin transform is

ϕ∗1(s) = 2sϕ∗1(s) +R∗(s) =
R∗(s)
1− 2s

,

and so

ϕ1(z) =
1

2πi

∫ −1/2+i∞

−1/2−i∞

R∗(s)
1− 2s

z−s.

From this, we get in the usual way, by computing residues,

ϕ1(z) = R∗(0)/L+
1
L

∑
l 6=0

R∗(χl)e−2lπi log z +O(z−C),

for some C > 0. Now

R(z) = e−z − e−z
(
1 + z

2

) ∑
j≥0

p(j)zj

2jj!
,

so
R∗(s) = Γ(s)−

∑
j≥0

p(j)
2jj!

[
Γ(s+ j) +

1
2
Γ(s+ j + 1)

]
.

Hence

R∗(0)/L = − 1
L

∑
j≥1

p(j)
2jj!

Γ(j)− 1
L

∑
j≥0

p(j)
2jj!

Γ(j + 1)
2

= − 1
L

∑
j≥1

p(j)
2j

(1
j

+
1
2

)
− 1

2L
= −0.8499303988 . . .

From this, we get (apart from fluctuations)

p(n) ∼ 1 +R∗(0)/L = 0.150069011 . . . .

We compute directly p(400) = 0.1500696051 . . . and “see” from that that the periodic term
is of order 10−6.

Let us now quickly sketch the situation of d-super-gap-free, for which we get the recursion

p(n) = 2−n
n∑

j=d

(
n

j

)
p(n− j), n ≥ 2, p(0) = 1, p(1) = 0.

This leads to
F (z) = 1 +

(
ez/2 − ed−1( z

2)
)
F (z/2),
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with the truncated exponential series em(z) = 1 + z + · · ·+ zm

m! .
Again, we find

ϕ(z) = ϕ(z/2) +R(z)

with
R(z) = e−z − e−zed−1( z

2)F (z/2).

Furthermore,

R∗(0)/L = − 1
L

∑
j≥d

p(j)
2j

(1
j

+
d−1∑
i=1

(j + i− 1)!
2ii!j!

)
− 1
L

d−1∑
i=1

1
2ii!

.

For instance, for d = 3, we get 1 + R∗(0)/L = 0.05432408336 . . . which checks well with
the values p(n) that we computed up to n = 500.
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