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ABSTRACT. In this work we consider weighted lattice paths in the quarter plane N0 × N0.
The steps are given by (m, n) → (m − 1, n), (m, n) → (m, n − 1) and are weighted as
follows: (m, n)→ (m− 1, n) by m/(m + n) and step (m, n)→ (m, n− 1) by n/(m + n).
The considered lattice paths are absorbed at lines y = x/t− s/t with t ∈ N and s ∈ N0. We
provide explicit formulæ for the sum of the weights of paths, starting at (m, n), which are
absorbed at a certain height k at lines y = x/t−s/t with t ∈ N and s ∈ N0, using a generating
functions approach and the kernel method. Furthermore these weighted lattice paths can
be interpreted as probability distributions arising in the context of Pólya-Eggenberger urn
models, more precisely, the lattice paths are sample paths of the well known sampling without
replacement urn. We provide limiting distribution results for the underlying random variable,
surprisingly obtaining a total of five phase changes.

1. INTRODUCTION

1.1. Lattice paths. Let S ⊆ N0×N0 denote a set of lattice points in the quarter plane1. We
consider lattice paths with steps (m,n) → (m− 1, n) and (m,n) → (m,n− 1), starting at
(m,n) ∈ S. The steps are weighted as follows: step (m,n) → (m − 1, n) is weighted by
m/(m + n) and step (m,n) → (m,n− 1) is weighted by n/(m + n). We are interested in
weighted lattice paths starting at (m,n) ∈ S , which touch or cross a certain line y = f(x)
at height k, with 0 ≤ k ≤ n and S = Sy suitably defined. We consider the following types
of lines: y = x/t − s/t, with t ∈ N and s ∈ N0. In this case we have S = {(m,n) |m ≥
tn+s, n ∈ N0}. We are interested in the sum of the weights of all paths starting at (m,n) ∈ S
and touching y = x/t − s/t at height k, with 0 ≤ k ≤ n, not touching the line y before,
which we call absorption at line y.

From a probabilistic point of view we can interpret the desired numbers as probability
distributions of a random variable Xm,n, which can be described as follows. A particle is
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located at a certain point (m,n) ∈ S, and moves randomly to the left or downwards with
probabilities depending on the actual position:

P{(m,n)→ (m− 1, n)} =
m

m+ n
, P{(m,n)→ (m,n− 1)} =

n

m+ n
.

The random variable Xm,n describes the height k at which a particle starting at (m,n) is
absorbed, i.e., where it is touching or crossing a line y = f(x) for the first time. The searched
probability P{Xm,n = k} is then equal to the sum of the weights of all lattice paths, starting
at (m,n), which touch or cross the line y = f(x) at height k. We can also formulate this
problem in the context of certain urn models.

1.2. Pólya-Eggenberger urn models and the sampling without replacement urn. Pólya-
Eggenberger urn models are defined as follows. We start with an urn containing nwhite balls
and m black balls. The evolution of the urn occurs in discrete time steps. At every step a
ball is chosen at random from the urn. The color of the ball is inspected and then the ball is
reinserted into the urn. According to the observed color of the ball, balls are added/removed
due to the following rules. If we have chosen a white ball, we put into the urn a white balls
and b black balls, but if we have chosen a black ball, we put into the urn c white balls and d
black balls. The values a, b, c, d ∈ Z are fixed integer values and the urn model is specified
by the 2× 2 ball replacement matrix M =

(
a b
c d

)
.

One of the most fundamental urn models is the so-called sampling without replacement
urn, associated with the ball replacement matrix M =

( −1 0
0 −1

)
. In this urn model a parame-

ter of interested is the number Xm,n of remaining white balls, after all black balls have been
removed, starting with n white and m black balls. The formal setting is as follows. We have
a state space S, which is given by S := {(m,n) | m,n ∈ N0}. Further we have a set of
absorbing states A := {(0, n) | n ∈ N0}, where the evolution of the urn stops.

The problem of absorption at line y can also be formulated in the context of Pólya-
Eggenberger urn models, where the state space S and the set of absorbing states A are
suituably modified. E. g. for y = x/t−s/twe consider a sampling urn with ball replacement
matrix M =

( −1 0
0 −1

)
, where the state space is given by S = {(m,n) | m ≥ tn+ s, n ∈ N0}

and the set of absorbing states by A = {(tm+ s,m) | m ∈ N0}.
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FIGURE 1. Sample paths for absorption at x = 0, y = x and y = x/2.
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1.3. Motivation and related work. The main motivation for this study is to combine the
different areas of lattice path enumeration, see, i.e., Mohanty [10], Banderier and Flajolet
[2] and Pólya-Eggenberger urn models, see Flajolet et al. [3], [4], and Hwang et al. [7].
Interestingly, for the weighted lattice paths and absorbing lines studied, we obtain closed
formulæ for the probability of absorption at height k. This explicit results also allows a
detailed study of the limiting behaviour of the random variable Xm,n. We could completely
characterize the limit laws of Xm,n and phase changes appearing depending on the growth
behaviour of m and n of the starting point (m,n).

The problem studied was also motivated by a combinatorial game involving card guessing,
which has been analyzed by Levasseur [8], Zagier [13], Sulanke [12] and Knopfmacher and
Prodinger [6]. One starts with a deck consisting of m red and n black cards. A guess is
made as to the color of the top card, after which it is revealed and discarded. To maximize
the number of correct guesses one chooses the color corresponding to the majority of cards
remaining in the deck. We will revisit this problem and provide limiting distribution results.

Our analysis is based on a generating functions approach: we will derive functional equa-
tions for suitably defined generating functions and use then the kernel method (see Prodinger
[11] for a survey about this method, and, i.e., the works of Banderier et al. [2], [1] for ap-
plications) in order to obtain explicit formulæ for the probability functions of the considered
random variables.

1.4. Results. Here we collect the exact and asymptotic results obtained for the weighted
lattice paths studied.

Theorem 1. The probability P{Xm,n = k} that a particle starting at (m,n) is absorbed on
the line y = x/t− s/t at height k is given by the following explicit formula:

P{Xm,n = k} =

(
(t+1)k+s

k

)((
m+n−1−s−(t+1)k

n−k

)
− t
(
m+n−1−s−(t+1)k

n−k−1

))(
m+n
n

) ,

for m ≥ tn+ s and 0 ≤ k ≤ n, with t ∈ N, s ∈ N0.

In the next theorem we state the obtained limiting distribution results of Xm,n, depending
on the growth of m and n, for absorbing lines y = x/t− s/t, with t ∈ N, s ∈ N0 fixed. We
use here the notation Yn

L−→ Y for the weak convergence, i.e., the convergence in distribution,
of a sequence of random variables Yn to a random variable Y . Furthermore we use Y L

= Z
for the equality in distribution of two random variables Y and Z.

Theorem 2. The limiting distribution behaviour of Xm,n is, for m → ∞ and depending on
the growth of n = n(m), described as follows.

(1) n = o(m): The random variable Xm,n is asymptotically zero, as m tends to infinity:

P{Xm,n = 0} =
(m− s− tn)

(
m
s

)
(m+ n− s)

(
m+n
s

) → 1.
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(2) n ∼ ρm, such that 0 < ρ < 1
t
: The random variable Xm,n weakly converges to a

discrete random variable Xρ:

Xm,n
L−→ Xρ, with P{Xρ = k} =

1− tρ
1 + ρ

·
(

(t+ 1)k + s

k

)
ρk

(1 + ρ)(t+1)k+s
, k ≥ 0.

(3) n ∼ m
t

, such that n = m
t
− s

t
− `, with m = o(`2): The scaled random variable

`2t2

m2 Xm,n is asymptotically Gamma distributed:

`2t2

m2
Xm,n

L−→ X, with X
L
= γ

(1

2
,
2(t+ 1)

t

)
,

where γ(k, θ) denotes a Gamma distribution with shape parameter k and scale pa-
rameter θ. The density f(x) of X is given by

f(x) =

√
t√

2(t+ 1)
√
π
√
x
e−

xt
2(t+1) , x > 0.

(4) n ∼ m
t

, such that n = m
t
− s

t
− `, with ` ∼ ρ

√
m and ρ > 0: The scaled random

variable t
m
Xm,n weakly converges to Xρ:

t

m
Xm,n

L−→ Xρ, with density fρ(x) =
ρt√

2πx(1 + t)(1− x)
3
2

e−
ρ2t2x

2(1+t)(1−x) , 0 < x < 1.

(5) n ∼ m
t

, such that n = m
t
− s

t
− `, with ` → ∞ and ` = o(

√
m): The shifted and

scaled random variable 1
`2

(m
t
−Xm,n) is asymptotically Lévy distributed:

1

`2
(m
t
−Xm,n

) L−→ X, with X
L
= Lévy

( t

t+ 1

)
,

where Lévy(c) denotes a Lévy distribution with parameter c. The density f(x) of X
is given by

f(x) =

√
t√

2π(t+ 1)x
3
2

e−
t

2x(t+1) , x > 0.

(6) n ∼ m
t

, such that n ∼ m
t
− s

t
− `, with ` ∈ N fixed: The shifted random variable

m
t
− s

t
−Xm,n weakly converges to X`:

m

t
− s

t
−Xm,n

L−→ X`, with P{X` = k} =
ttk

(1 + t)tk−`

(
(t+ 1)k − `− 1

k − `

)
`

k
, k ≥ `.

Remark 1. The Lévy distribution is a stable distribution. It is a special case of the Lévy
skew alpha-stable distribution, which does not generally have an analytically expressible
probability density. Furthermore the moments of the Lévy distribution do not exist. Hence,
for n ∼ m/t, such that n = m/t − s/t − `, with ` → ∞ and ` = o(

√
m), the random

variable (m/t−Xm,n)/`2 converges in distribution, but without convergence of any integer
moment.
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2. LINES y = x/t− s/t, WITH t ∈ N, s ∈ N0

2.1. Recurrences. Let ϕm,n(v) =
∑

k≥0 P{Xm,n = k}vk denote the probability generating
function of Xm,n, where Xm,n = Xm,n(s, t). We usually drop the dependence of Xm,n on s
and t for the sake of simplicity. By using the basic decomposition of the paths according to
the first step and taking into account the absorbing lines, the problem can be translated into
the following recurrence:

ϕm,n(v) =
m

m+ n
ϕm−1,n(v) +

n

m+ n
ϕm,n−1(v), for m > tn+ s, n ≥ 1,

ϕtm+s,m(v) = vm, for m ≥ 0, ϕm,0(v) = 1, for m ≥ s.

This recurrence will be treated by the introducing the normalized functions

Φm,n(v) =

(
m+ n

m

)
ϕm,n(v).

We obtain

Φm,n(v) = Φm−1,n(v) + Φm,n−1(v), for m > tn+ s ≥ 1, (1a)

Φtm+s,m(v) =

(
(t+ 1)m+ s

m

)
vm, for m ≥ 0, Φm,0(v) = 1, for m ≥ s. (1b)

2.2. Generating functions. We introduce the trivariate generating function

F (z, u, v) =
∑
n≥0

∑
m≥tn+s

Φm,n(v)zmum−tn−s,

and also t+ 1 auxiliary functions Fk(z, v) defined by

Fk(z, v) =
∑
n≥0

Φtn+s+k,n(v)ztn+s+k, for 0 ≤ k ≤ t.

Due to (1b) the generating function F0(z, v) is already known:

F0(z, v) = zs
∑
n≥0

Φtn+s,n(v)ztn = zs
∑
n≥0

(
(t+ 1)n+ s

n

)
(vzt)n. (2)

Using (1a) we obtain the following functional equation for F (z, u, v):

(1− zu− 1

ut
)F (z, u, v) = (1− 1

ut
)F0(z, v)− 1

ut

t∑
k=1

ukFk(z, v). (3)

It is advantagous to write equation (3) in the following form:

(zut+1 − ut + 1)F (z, u, v) = (1− ut)F0(z, v) +
t∑

k=1

ukFk(z, v). (4)
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2.3. The kernel method. Equation (4) gives a simple relation between the unknown func-
tions F (z, u, v) and Fk(z, v), 1 ≤ l ≤ t. In order to solve (4) we will aply the kernel method.
To do this we will consider the so-called characteristic equation

P (z, u) = zut+1 − ut + 1 = 0.

By general considerations on the roots of the characteristic polynomial P (z, u) as figured
out in [2], it follows that P (z, u) can be written in the following form:

P (z, u) = (zu− λt+1(z))(u− λ1(z))(u− λ2(z)) · · · (u− λt(z)),

with functions λ1(z), . . . , λt+1(z) analytic around z = 0. In the following we use the abbre-
viation λi := λi(z), 1 ≤ i ≤ t+ 1, where we do not express explicitly the dependence of λi
on z.

Now we use the fact that F (z, u, v) is an analytic function in a neighbourhood of z = 0.
Thus we can evaluate F (z, u, v) and therefore equation (4) at u = λ1(z), . . . , u = λt(z) for
z in a neighbourhood of 0. Since P (z, λi(z)) = 0, for 1 ≤ i ≤ t, we obtain from (4) after
plugging in u = λi, 1 ≤ i ≤ t, the following system of linear equations for the unknown
functions Fk(z, v), 1 ≤ k ≤ t:

(1− λt1)F0(z, v) +
t∑

k=1

λk1Fk(z, v) = 0,

...
...

(1− λtt)F0(z, v) +
t∑

k=1

λktFk(z, v) = 0.

We rewrite this system of equations in matrix form:
λ1 λ2

1 · · · λt1
λ2 λ2

2 · · · λt2
...

... . . . ...
λt λ2

t · · · λtt

 ·


F1(z, v)
F2(z, v)

...
Ft(z, v)

 = −


1− λt1
1− λt2

...
1− λtt

F0(z, v). (5)

Applying Cramer’s rule we can write the solution of this linear system of equations as a
quotient of determinants, with 1 ≤ k ≤ t:

Fk(z, v) = −

∣∣∣∣∣∣∣
λ1 ··· λk−1

1 1−λt1 λ
k+1
1 ··· λt1

λ2 ··· λk−1
2 1−λt2 λ

k+1
2 ··· λt2

...
...

...
...

...
...

λt ··· λk−1
t 1−λtt λ

k+1
t ··· λtt

∣∣∣∣∣∣∣ ·
∣∣∣∣∣∣
λ1 λ2

1 ··· λt1
λ2 λ2

2 ··· λt2
...

...
...

...
λt λ2

t ··· λtt

∣∣∣∣∣∣
−1

F0(z, v). (6)

To evaluate the quotient of determinants appearing in (6) we distinguish between the cases
1 ≤ k ≤ t − 1 and k = t. If 1 ≤ k ≤ t − 1 we can add the t-th row to the k-th row in the
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determinant appearing in the numerator of (6) and obtain after simple manipulations:

Fk(z, v) =
(−1)k

λ1λ2 · · ·λt

∣∣∣∣∣∣∣
1 λ1 ··· λk−1

1 λk+1
1 ··· λt1

1 λ2 ··· λk−1
2 λk+1

2 ··· λt2
...

...
...

...
...

...
...

1 λt ··· λk−1
t λk+1

t ··· λtt

∣∣∣∣∣∣∣ ·
∣∣∣∣∣∣∣

1 λ1 ··· λt−1
1

1 λ2 ··· λt−1
2

...
...

...
...

1 λt ··· λt−1
t

∣∣∣∣∣∣∣
−1

F0(z, v). (7)

2.4. Elementary symmetric functions and the Jacobi-Trudi identity. The quotient of
determinants appearing in (7) can be evaluated as elementary symmetric functions, which
can be seen, e.g., by writing the determinants as Schur functions and applying the Jacobi-
Trudi identity.

A partition is defined as a sequence α = (α1, . . . , αn) of non-negative integers in decreas-
ing order, that is α1 ≥ α2 ≥ · · · ≥ αn. The non-zero αi are called the parts of α. Their
number is the length of α and will be denoted by l(α). Further, given a partition α, the conju-
gate of the partition α is the partition α′ defined by the sequence α′i = |{j : αj ≥ i}|. Given
a partition α = (α1, . . . , αn), the Schur symmetric function sα is the symmetric function
defined by the quotient

sα(x1, . . . , xn) =
det(x

αj+n−j
i )1≤i,j,≤n

det(xn−ji )1≤i,j,≤n
.

We will use the following form of the Jacobi-Trudi identity (see [9]).

sα(x1, . . . , xn) = det(eα′i−i+j(x1, . . . , xn))1≤i,j≤n, with ek = 0, for k < 0 or k > n.
(8)

Here er(x1, . . . , xn) denotes the r-th elementary symmetric function with variables x1, . . . ,
xn:

er(x1, . . . , xn) =
∑

1≤i1<i2<···<ir≤n

xi1xi2 · · ·xir , with 0 ≤ r ≤ n.

Hence we may express the functions Fk(z, v) in terms of Schur functions using the partition
α = (1, . . . , 1, 0, . . . , 0), with αi = 1 for 1 ≤ i ≤ t− k and αi = 0 for t+ 1− k ≤ i ≤ t:

Fk(z, v) =
(−1)k

λ1λ2 · · ·λt
sα(λ1, . . . , λt)F0(z, v). (9)

Since α′ = (t−k, 0, . . . , 0) we immediately obtain by applying the Jacobi-Trudi identity the
following form of the solution:

Fk(z, v) =
(−1)k

λ1λ2 · · ·λt
et−k(λ1, λ2, . . . , λt)F0(z, v), 1 ≤ k ≤ t− 1. (10)

For the case k = t we can split the t-th row in the determinant appearing in the numerator
of (6) and obtain easily:

Ft(z, v) =
( (−1)t

λ1λ2 · · ·λt
+ 1
)
F0(z, v). (11)
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Thus we can write the solution of F (z, u, v) as

F (z, u, v) =

(
(1− ut) +

∑t−1
k=1 u

k (−1)k

λ1λ2···λt et−k(λ1, . . . , λt) + ut
(

(−1)k

λ1λ2···λt + 1
))
F0(z, v)

zut+1 − ut + 1

=

(
λ1 · · ·λt(−1)t +

∑t−1
k=1 u

k(−1)t−ket−k(λ1, . . . , λt) + ut
)
F0(z, v)

(−1)tλ1 · · ·λt(zut+1 − ut + 1)

=

(∑t
k=0 u

k(−1)t−ket−k(λ1, . . . , λt)
)
F0(z, v)

(−1)tλ1 · · ·λt(zut+1 − ut + 1)
.

Now we use again the factorization of P (z, u), which gives:

P (z, u) = zut+1 − ut + 1 = (zu− λt+1)(u− λ1)(u− λ2) · · · (u− λt)

= (zu− λt+1)
t∑

k=0

uk(−1)t−ket−k(λ1, . . . , λt).

Thus we get further:

F (z, u, v) =
(−1)t

λ1 · · ·λt(zu− λt+1)
F0(z, v) =

λt+1

λt+1 − zu
F0(z, v), (12)

where we have used the identity λ1 · · ·λt+1 = (−1)t+1, which is again a direct consequence
of the factorization of P (z, u).

2.5. An alternative approach. Starting with equation (6) one may also proceed differently,
in a less standard manner, by using the following argument, which is based on arguments
of Mireille Bousquet-Mélou [1]. In order to obtain F (z, u, v) we derive at first Ft(z, v). As
remarked above we can split the t-th row in the determinant appearing in the numerator of
(6) and obtain easily:

Ft(z, v) =
( (−1)t

λ1λ2 · · ·λt
+ 1
)
F0(z, v). (13)

Now let N(z, u) denote the right-hand-side of the functional equation (4) for F (z, u, v):

N(z, u) := (1− ut)F0(z, v) +
t∑

k=1

ukFk(z, v)

The quantityN(z, u) is a polynomial in u with leading coefficient Ft(z, v)−F0(z, v), whose
zeros are exactly λ1, . . . , λt. Hence, after normalization, we have a leading monomial ut,
and the normalized polynomial factors nicely into the following expression:

N(z, u)

Ft(z, v)− F0(z, v)
=

t∏
k=1

(u− λk).

Since
(−1)t+1λ1 · · ·λtλt+1 = 1,



LATTICE PATHS, SAMPLING WITHOUT REPLACEMENT, AND THE KERNEL METHOD 9

we get

Ft(z, v)− F0(z, v) =
( (−1)t

λ1 · · ·λt
+ 1
)
F0(z, v)− F0(z, v) =

(−1)t

λ1 . . . λt
F0(z, v)

= −λt+1 F0(z, v).

Hence we finally obtain:

F (z, u, v) =
N(z, u)

P (z, u)
=
−λt+1F0(z, v)

∏t
k=1(u− λk)

(zu− λt+1)
∏t

k=1(u− λk)
=

λt+1

λt+1 − zu
F0(z, v). (14)

2.6. Extracting coefficients. To obtain the required probabilities we only have to extract
coefficients of (12). By using the definition of F (z, u, v) we get

P{Xm,n = k} =
1(

m+n
m

) [zmum−tn−svk]F (z, u, v) =
1(

m+n
m

) [ztn+s(uz)m−tn−svk]
F0(z, v)

1− zu
λt+1

=
1(

m+n
m

) [ztn+svk]
F0(z, v)

λm−tn−st+1

=
1(

m+n
m

) [ztnvk]

∑
l≥0

(
(t+1)l+s

l

)
(vzt)l

λm−tn−st+1

=

(
(t+1)k+s

k

)(
m+n
m

) [zt(n−k)]
1

λt+1(z)m−tn−s
.

To extract coefficients from this expression we consider the characteristic equation zut+1−
ut+1 = 0. Multiplying with zt und using the substitution λ := zu leads then to the equation

zt = λt(1− λ).

Of course, λ = λt+1(z) is exactly the function implicitly defined by this equation, which
satisfies λt+1(0) = 1. To apply the Lagrange inversion formula we introduce the substitutions
z̃ := zt and w := λ− 1 leading to the following equation, which is suitable for that:

z̃ = −(1 + w)tw.

Thus we obtain further:

P{Xm,n = k} =

(
(t+1)k+s

k

)(
m+n
m

) [z̃n−k]
1

(1 + w)m−tn−s

=

(
(t+1)k+s

k

)(
m+n
m

) 1

n− k
[wn−k−1]

( 1

(1 + w)m−tn−s

)′(
− 1

(1 + w)t

)n−k
=

(
(t+1)k+s

k

)(
m+n
m

) (−1)n−k−1(m− s− tn)

n− k
[wn−k−1]

1

(1 + w)m+1−tk−s

=

(
(t+1)k+s

k

)(
m+n
m

) m− s− tn
n− k

(
m− s+ n− 1− (t+ 1)k

n− k − 1

)
=

(
(t+1)k+s

k

)(
m+n
m

) m− s− tn
m− s+ n− (t+ 1)k

(
m− s+ n− (t+ 1)k

n− k

)
,
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for m ≥ tn + s and 0 ≤ k ≤ n. Now we rewrite the probabilities obtained in the following
form, which is given in Theorem 1:

P{Xm,n = k} =

(
(t+1)k+s

k

)((
m+n−1−s−(t+1)k

n−k

)
− t
(
m+n−1−s−(t+1)k

n−k−1

))(
m+n
n

) ,

for m ≥ tn+ s, with 0 ≤ k ≤ n.

Remark 2. Due to the simplicity of the result concerning the lines y = x/t−s/t it is natural
to ask for a more direct derivation of the probabilities. In the following we will sketch such
an alternative combinatorial derivation. It is well known that the number of (unweighted)
lattice paths from (m,n) to the origin (0, 0) with unit steps to the left or downwards is given
by
(
m+n
m

)
. We need the following result, which can be found in Mohanty [10].

Lemma 1. The number of (unweighted) lattice paths from the origin to (m,n), which never
pass above the line y = x/t, is given by

m− tn+ 1

m+ n+ 1

(
m+ n+ 1

n

)
=

(
m+ n

n

)
− t
(
m+ n

n− 1

)
.

Now we obtain the probabilities P{Xm,n = k} by fixing the last step and using Lemma 1:

P{Xm,n = k} = P{(m,n)→ (tk + s, k) | y = (x− s)/t is not touched}.
By fixing the last step we get further

P{Xm,n = k} = P{(m,n)→ (tk + s+ 1, k) | y = (x− s)/t is not touched}
× P{(tk + s+ 1, k)→ (tk + s, k)}.

Furthermore,

P{Xm,n = k} =
#Paths

(
(m− tk − s− 1, n− k)→ (0, 0) | y = x/t is not passed

)
#Paths

(
(m,n)→ (0, 0)

)
×#Paths

(
(tk + s+ 1, k)→ (0, 0)

)
· tk + s+ 1

(t+ 1)k + s+ 1

=

((
m+n−1−s−(t+1)k

n−k

)
− t
(
m+n−1−s−(t+1)k

n−k−1

))(
(t+1)k+s+1

k

)(
m+n
m

) · tk + s+ 1

(t+ 1)k + s+ 1

=

((
m+n−1−s−(t+1)k

n−k

)
− t
(
m+n−1−s−(t+1)k

n−k−1

))(
(t+1)k+s

k

)(
m+n
m

) .

2.7. Deriving the limiting distributions. The main results of this paper, which describe the
limiting distribution of Xm,n depending on the growth behaviour of m and n, are obtained
from the probability mass function given in Theorem 1 after a careful application of Stirling’s
formula

n! =
√

2πn
(n
e

)n(
1 +

1

12n
+

1

288n2
+O(

1

n3
)
)
. (15)
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Note that one main difficulty is to “guess” the right normalizations required. Once the right
guess was made, we still had to carry out quite lengthy and tedious calculations in order to
obtain the stated results. Since these calculations are very lengthy, we will only present as an
example the derivation of the local limit for the case s = 0 and n ∼ m

t
, such that n = m

t
− `,

with ` ∼ ρ
√
m and ρ > 0. Other computations are carried out in a similar manner.

m

t
P{tXm,n

m
= x} ∼ ρt√

2π(t+ 1)x(1− x)
3
2

(1− ρ√
m(1+ 1

t
)(1−x))

(1+ 1
t
)(1−x)m−ρ

√
m

(1− ρt√
m(1−x))

(1−x)m
t
−ρ
√
m

×
(1− ρt√

m
)
m
t
−ρ
√
m

(1− ρ√
m(1+ 1

t
)
)(1+ 1

t
)m−ρ

√
m

∼ ρt√
2π(t+ 1)x(1− x)

3
2

((1− ρt√
m(1−x))(1−

ρt√
m(1+t)

)

(1− ρt√
m

)(1− ρt√
m(1−x)(1+t)

)

)ρ√m
×

×
((1− ρt√

m(1+t)(1−x))
t+1

(1− ρt√
m(1−x))

)m
t

(1−x)( (1− ρt√
m

)

(1− ρt√
m(1+t)

)t+1

)m
t

∼ ρt√
2π(t+ 1)x(1− x)

3
2

e−
ρ2t
1−x e−

ρ2t
1+t

e−ρ2te−
ρ2t

(1+t)(1−x)

e
ρ2t(t+1

2 )
(1+t)2(1−x) e

−ρ2t(t+1
2 )

(1+t)2

∼ ρt√
2πx(1 + t)(1− x)

3
2

e−
ρ2t2x

2(1+t)(1−x) .

3. LIMIT LAWS FOR THE CARD GUESSING GAME AGAIN REVISITED

One starts with a deck consisting of m red and n black cards. A guess is made as to the
color of the top card, after which it is revealed and discarded. To maximize the number of
correct guesses one chooses the color corresponding to the majority of cards remaining in the
deck. Let Xm,n denote the random variable counting the number of correct guesses starting
with m red and n black cards. The following result was obtained by Sulanke, and also by
Knopfmacher and Prodinger.

Theorem 3 (Sulanke; Knopfmacher and Prodinger). The exact distribution of the random
variable Xm,n counting the number of correct guesses in the card guessing game starting
with m red and n black cards is given as follows:

P{Xm,n = k} =

(
m+n
k

)
−
(
m+n
k+1

)(
m+n
m

) , for m ≤ k ≤ m+ n.

Since no limit laws were derived in [6, 12], we complete the analysis by stating the limit
laws for Xm,n.

Corollary 1. The random variable Xm,n counting the number of correct guesses in the card
guessing game starting with m red and n black cards satisfies, for m → ∞ and depending
on the growth of n = n(m), the following limit laws.
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• The region n = o(m): the centered random variable X∗m,n = Xm,n−m is asymptot-
ically zero:

P{X∗m,n = 0} = 1− n

m+ 1
→ 1.

• The region n ∼ ρm, with 0 < ρ < 1: the centered random variable X∗m,n =
Xm,n −m is asymptotically geometrically distributed with parameter ρ:

P{X∗m,n = k} → (1− ρ)ρk, k ∈ N0.

• The region n = m − `, with m = o(`2): the centered and scaled random variable
X∗m,n = `

m
(Xm,n −m) is asymptotically exponential distributed:

X∗m,n
L−→ X, with density fX(x) = e−x, x ≥ 0.

• The region n = m − `, with ` ∼ ρ
√
m and ρ > 0: the centered and scaled random

variable X∗m,n = (Xm,n −m)/
√
m weakly converges to Xρ:

X∗m,n
L−→ Xρ, with density fXρ(x) = (ρ+ 2x)e−x(ρ+x), x ≥ 0.

• The region n = m − `, with ` = o(
√
m): the centered and scaled random variable

X∗m,n = (Xm,n −m)/
√
m is asymptotically Rayleigh distributed:

X∗m,n
L−→ X, with density fX(x) = 2te−t

2

, x ≥ 0.

Proof sketch. The limiting distributions can be derived by an application of Stirling’s for-
mula. The calculations are again quite lengthy, so we leave the details to the interested
reader. �

CONCLUSION

We have analysed the distribution of weighted lattice paths absorbed at certain lines using
a generating function approach and the kernel method. Moreover, we have derived limiting
distributions for the underlying random variable. Surprisingly, a wealth of different distri-
butions arise in the limit. We address here the interesting open problem of extending the
studies of the limiting distribution behaviour of the height of the absorption to other absorb-
ing lines, and also to other classes of weighted lattice paths, or equivalently to other types of
Pólya-Eggenberger urn models, such as the OK-Corral urn model, M =

(
0 −1
−1 0

)
.
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